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1.0
INTRODUCTION TO THE INTERNET AND INFORMATION SOCIETY

1.1 What is the Internet?

Textbook para 1.15, page 3.

The general starting point seems to be the definition given in American Civil Liberties Union v Reno:
 the internet refers to an “international network of computers joined together through a common software protocol called TCP/IP.”

The case of ACLU v Reno explores the origins of the Internet.  It stated “the internet had its origins in 1969 as an experimental project of the Advanced Research Project Agency (“ARPA”). This network linked computers and computer networks owned by the military, defence contractors and university laboratories … From its inception, the network was designed to be a decentralised, self-maintaining series of redundant links between computers and computer networks, capable of rapidly transmitting communications without direct human involvement or control. Among other goals, this redundant system of linked computers was designed to allow vital research and communications to continue even if portions of the network were damaged, say, in war.

The hallmarks of the internet include its global distributed nature, use of packet switching, end-to-end design and instantaneous transnational dimension. There is no one person, state or entity in charge or in control of the internet. See 1.5 What is End-to-End Design (e2e)? below.

See page 144 for case summary of ACLU v Reno.

1.1.1 How to get connected to the Internet

Connection to the internet can occur through a number of ways, but most end-users connect through an ISP. This is achieved through the operation of dedicated computers (servers) acting as repositories for uploaded material.

However, this traditional model is however changing  with the emergence of peer-to-peer (P2P) networking. This occurs when everyone’s hard drive becomes a server, which is available for utilization when the end-user is online.

1.2 What is the World Wide Web (WWW)?

The World Wide Web (WWW) is often mistakenly referred to as the Internet. The two however are quite different. The internet refers to the physical infrastructure of the online world: The servers, computers, fibre-optic cables and routers etc. The web is data: a vast collection of documents containing text, visual images, audio clips and other information media that is accessed through the Internet – Re DoubleClick Privacy Litigation.

Page 4 TB.

1.3 What is Web 2.0?

Textbook para 1.25, page 7.

Web 2.0 is an evolution of the www. Advocates of Web 2.0 describe it as “a social phenomenon referring to an approach to creating and distributing Web content itself, characterised by open communication, decentralisation of authority, and freedom to share and reuse.” It has also been described as “the market as a conversation.”

Web 2.0 provides users with a high level experience, which is closer to that of desktop applications, as opposed to traditionally static web pages. Examples include Google Maps, flickr, Wikipedia and Weblogs.

Can be divided into:

· User generated – Youtube

· Users create content and then upload it to the site, presented in Web 2.0 format

· Peer produced – Wikipedia

· All users can produce and contribute to the Web 2.0 content.

· Search / Access Corporation – Google

· Search engines

· Interactive – blogs and wikis

· Social networking – Facebook and MySpace

· Broadband – always-on internet

1.4 What is Packet Switching?

Where data is broken down into smaller packets and transmitted over the network to the destination. The packets may arrive out of order, but the packets contain sequence numbers that allow the destination to put the packets back together. Packet switching allows for greater efficiency and resiliency. 

Summary of Packet Switching from In Re Double Click Privacy Litigation:

The internet utilizes a technology called ‘packet switching’ to carry data.  Packet switching works as follows.  The computer wishing to send a document (originating computer’), such as a music file or digital image, cuts the document up into many small ‘packets’ of information.  Each packet contains the internet protocol (‘IP’) address of the destination website, a small portion of data from the original document, and an indication of the data’s place in the original document.  

The originating computer then sends all of the packets through its local network to an external ‘router’. A router is a device that contains continuously updated directories of Internet addresses called ‘routing tables’.  The router takes each packet from the original document and sends it to the next available router in the direction of the destination website.  Because each router is connected to many other routers and because the connection between any two given routers may be congested with traffic at a given moment, packets from the same document are often sent to the different routers.  Each of these routers, in turn, repeats this process, forwarding each packet it receives to the next available router in the direction of the destination website.  Collectively, this process is called ‘dynamic routing’.

The result is that the packets of information from the originating computer may take entirely different routes over the Internet (ie, travelling over different routers and cables) to their ultimate destination. Obviously, the packets arrive out of their original order because some have been forced to take much longer or slower routes between the originating and destination computers. [for example, if a computer in Sydney sent a document to one in New Castle, some packets might travel through routers and cables directly up the east coast while other packets might be sent by way of Brisbane or Melbourne, due to momentary congestion on the inland routes.]  However, because each packet contains code that identifies its place in the original document, the destination computer is able to reassemble the original document from the disorganized packets.  

At that point, the destination computer sends a message back to the originating computer either reporting that it received the full message, or requesting that the originating computer re-send any packets that never arrived.  This entire process typically occurs in a matter of seconds.  Packet-switching technology and dynamic routing have helped to give the Internet’s infrastructure its extraordinary efficiency and resiliency. 

Packet switching is a network communications method that groups all transmitted data, irrespective of content, type, or structure into suitably-sized blocks, called packets. The network over which packets are transmitted is a shared network which routes each packet independently from all others and allocates transmission resources as needed. The principal goals of packet switching are to optimize utilization of available link capacity and to increase the robustness of communication. When traversing network adapters, switches and other network nodes, packets are buffered and queued, resulting in variable delay and throughput, depending on the traffic load in the network.

Network resources are managed by statistical multiplexing or dynamic bandwidth allocation in which a physical communication channel is effectively divided into an arbitrary number of logical variable-bit-rate channels or data streams. Each logical stream consists of a sequence of packets, which normally are forwarded by a network node asynchronously using first-in, first-out buffering. Alternatively, the packets may be forwarded according to some scheduling discipline for fair queuing or for differentiated or guaranteed quality of service, such as pipeline forwarding or time-driven priority (TDP). Any buffering introduces varying latency and throughput in transmission. In case of a shared physical medium, the packets may be delivered according to some packet-mode multiple access scheme.

Packet switching contrasts with another principal networking paradigm, circuit switching, a method which sets up a specific circuit with a limited number dedicated connection of constant bit rate and constant delay between nodes for exclusive use during the communication session.

Packet mode (or packet-oriented, packet-based) communication may be utilized with or without intermediate forwarding nodes (packet switches).

1.5 What is End-to-End Design (e2e)?

The end-to-end principle is one of the central design principles of the Internet and is implemented in the design of the underlying methods and protocols in the Internet Protocol Suite. It is also used in other distributed systems. The principle states that, whenever possible, communications protocol operations should be defined to occur at the end-points of a communications system, or as close as possible to the resource being controlled.

According to the end-to-end principle, protocol features are only justified in the lower layers of a system if they are a performance optimization, hence, Transmission Control Protocol (TCP) retransmission for reliability is still justified, but efforts to improve TCP reliability should stop after peak performance has been reached.

History

The concept and research of end-to-end connectivity and network intelligence at the end-nodes reaches back to packet-switching networks in the 1970's, cf. CYCLADES. A 1981 presentation entitled End-to-end arguments in system design[1] by Jerome H. Saltzer, David P. Reed, and David D. Clark, argued that reliable systems tend to require end-to-end processing to operate correctly, in addition to any processing in the intermediate system. They pointed out that most features in the lowest level of a communications system have costs for all higher-layer clients, even if those clients do not need the features, and are redundant if the clients have to re-implement the features on an end-to-end basis.

This leads to the model of a "dumb, minimal network" with smart terminals, a completely different model from the previous paradigm of the smart network with dumb terminals. However, the End-to-end principle was always meant to be a pragmatic engineering philosophy for network system design that merely prefers putting intelligence towards the end points. It does not forbid intelligence in the network itself if it makes more practical sense to put certain intelligence in the network rather than the end-points. David D. Clark along with Marjory S. Blumenthal in "Rethinking the design of the Internet: The end to end arguments vs. the brave new world" wrote in 2000:

from the beginning, the end to end arguments revolved around requirements that could be implemented correctly at the end-points; if implementation inside the network is the only way to accomplish the requirement, then an end to end argument isn't appropriate in the first place.

In the Internet Protocol Suite, the Internet Protocol is a simple ("dumb"), stateless protocol that moves datagrams across the network, and TCP is a smart transport protocol providing error detection, retransmission, congestion control, and flow control end-to-end. The network itself (the routers) needs only to support the simple, lightweight IP; the endpoints run the heavier TCP on top of it when needed.

A second canonical example is that of file transfer. Every reliable file transfer protocol and file transfer program should contain a checksum, which is validated only after everything has been successfully stored on disk. Disk errors, router errors, and file transfer software errors make an end-to-end checksum necessary. Therefore, there is a limit to how secure TCP checksum should be, because it has to be re-implemented for any robust end-to-end application to be secure.

A third example (not from the original paper) is the EtherType field of Ethernet. An Ethernet frame does not attempt to provide interpretation for the 16 bits of type in an original Ethernet packet. To add special interpretation to some of these bits, would reduce the total number of Ethertypes, hurting the scalability of higher layer protocols, i.e. all higher layer protocols would pay a price for the benefit of just a few. Attempts to add elaborate interpretation (e.g. IEEE 802 SSAP/DSAP) have generally been ignored by most network designs, which follow the end-to-end principle.

1.5.1 Professor Lawrence Lessig’s opinion on e2e

“The internet is the world’s fastest growing computer network. While it is not the first computer network, the internet is the first large scale computer network to adopt a particular network design.  Described recently by the Ninth Circuit Court of Appeals as ‘end-to-end’, AT&T v City of Portland, 2000, this design has enabled extraordinary innovation on the internet.  By requiring that the network remain simple, and by counselling designers to place ‘intelligence’ at the ends, or in the applications using the network, the internet has offered innovators a neutral platform upon which to develop. Innovators realize that if they conform their applications to the basic internet protocols, the internet will run their application.

In my view, this principle of neutrality is largely responsible for the extraordinary growth that the network has seen.  By keeping network controls simple, and by not optimizing the network to any single purpose, the network has invited new protocols and new uses that could not have been originally anticipated.  Caltzer/Clark/Reed describes the relationship, for example, between this principle of neutrality and the birth of the WWW.  During the 1980s, as the authors describe, many debated optimizing the net for telephony, which was at that time, in the minds of many the expected use of internet technology. Had the net been optimized on that design, however, in violation of the principle of end-to-end, it would not have been possible for Tim Berners-Lee to develop and implement the protocol supporting the WWW.  

This principle of neutrality and simplicity in design continues to be relevant to the internet’s design, especially as the internet becomes increasingly regulated.  In my view, regulations of the internet should be consistent with this fundamental architectural design, if the innovation and diversity of views that the original internet protected is to be preserved.”

The “end-to-end” principle organizes the placement of functions within a network.  It counsels that ‘intelligence’ in a network be located at the high end of a layered system – at its end, or at the applications end and that the lower level network itself, or the piping, be as simple and general as possible.  One consequences of this design is non-discriminate.  Lower-level network layers should provide a broad range or resources, not particular to any single application – even if a more efficient design, for at least some applications, is thereby sacrificed.

End-to-end design of the internet has facilitated extraordinary innovation.  Per Reed, Saltzer and Clark ‘had the original internet design been optimized for telephony-style virtual circuits (as were its contemporaries SNA and TYMNET), it would not have enabled the experimentation that lead to protocols that could support the WW, or the flexible interconnext that has lead to the flowering of a million independent internet service providers. Preserving low cost options to innovate outside the network, while keeping the core network services and functions simple and cheap, has been shown to have very substantial value [emphasis added].

The ‘end-to-end’ principle obviously does apply to every aspect of the networks that are linked to the internet.  Or put another way, some judgment is required in determining where the appropriate; end; in any network is. A corporate proxy server, for example in a sense violates the ‘end to end’ principle relative to the individual in the corporation; it is justified by the right of the corporation to discriminate in determining how its network will be used.  But the principle is sensitive to scale.  The extent that there are properly ‘local’ activities, they are properly considered an ‘end’. But where an activity affects a significant portion of the internet, it is not properly considered an end.  

Consequences
The effect of these internet design principles – including, but not exclusively, end-to-end – has been profound: by its design, the internet has enabled an extraordinary creativity precisely because it has pushed creativity to the ends of the network.  Rather than relying upon the creativity of a small group of innovators who work for the companies that control the network, the end-to-end design enables anyone with an internet connection to design and implement a better way to use the internet. By architecting the network to be neutral among users, the internet has created a competitive environment where innovators know that their inventions will be used if useful.  By keeping the cost of innovation low, it has encouraged an extraordinary amount of innovation.

1.5.2 Net Neutrality

Network neutrality (also net neutrality, Internet neutrality) is a principle proposed for residential broadband networks and potentially for all networks. A neutral broadband network is one that is free of restrictions on content, sites, or platforms, on the kinds of equipment that may be attached, and on the modes of communication allowed, as well as one where communication is not unreasonably degraded by other communication streams.

Though the term did not enter popular use until several years later, since the early 2000s advocates of net neutrality and associated rules have raised concerns about the ability of broadband providers to use their last mile infrastructure to block Internet applications and content (e.g. websites, services, protocols); particularly those of competitors. In the US particularly, but elsewhere as well, the possibility of regulations designed to mandate the neutrality of the Internet has been subject to fierce debate.

Neutrality proponents claim that telecom companies seek to impose a tiered service model for the purpose of profiting from their control of the pipeline to remove competition, create artificial scarcity, and to buoy their otherwise uninteresting, and uncompetitive services. Many believe net neutrality to be primarily important as a preservation of current freedoms. Vinton Cerf, co-inventor of the Internet Protocol, Tim Berners Lee, father of the web, and many others have spoken out strongly in favor of network neutrality.

Opponents of net neutrality include large hardware companies and members of the cable and telecommunications industries. Critics characterised net neutrality regulation as "a solution in search of a problem", arguing that broadband service providers have no plans to block content or degrade network performance. In spite of this claim, certain Internet service providers have intentionally slowed P2P communications. Others have done exactly the opposite of what Telecom spokespersons claim and have begun to use deep packet inspection to discriminate against P2P, FTP and online games, instituting a cell-phone style billing system of overages, free-to-telecom "value added" services, and anti-competitive tying ("bundling").[6] Critics also argue that data discrimination of some kinds, particularly to guarantee quality of service, is not problematic, but highly desirable. Bob Kahn, Internet Protocol's co-inventor, has called "net neutrality" a slogan, and states that he opposes establishing it, warning that "nothing interesting can happen inside the net" if it passes: "If the goal is to encourage people to build new capabilities, then the party that takes the lead in building that new capability, is probably only going to have it on their net to start with and it is probably not going to be on anybody else's net."

Network neutrality is best defined as a network design principle.   The idea is that a maximally useful public information network aspires to treat all content, sites, and platforms equally. This allows the network to carry every form of information and support every kind of application.  The principle suggests that information networks are often more valuable when they are less specialized – when they are a platform for multiple uses, present and future. (For people who know more about network design, what is just described is similar to the "end-to-end" design principle).

(Note that this doesn't suggest every network has to be neutral to be useful. Discriminatory, private networks can be extremely useful for other purposes. What the principle suggests that there is such a thing as a neutral public network, which has a particular value that depends on its neutral nature).

A useful way to understand this principle is to look at other networks, like the electric grid, which are implicitly built on a neutrality theory.   The general purpose and neutral nature of the electric grid is one of the things that make it extremely useful.  The electric grid does not care if you plug in a toaster, an iron, or a computer.  Consequently it has survived and supported giant waves of innovation in the appliance market. The electric grid worked for the radios of the 1930s works for the flat screen TVs of the 2000s.   For that reason the electric grid is a model of a neutral, innovation-driving network.

The theory behind the network neutrality principle, which the internet sometimes gets close to, is that a neutral network should be expected to deliver the most to a nation and the world economically, by serving as an innovation platform, and socially, by facilitating the widest variety of interactions between people.   The internet isn't perfect but it aspires for neutrality in its original design. Its decentralized and mostly neutral nature may account for its success as an economic engine and a source of folk culture.

Some advocates say network neutrality is needed in order to maintain the end-to-end principle. According to Lawrence Lessig and Robert W. McChesney:

Net neutrality means simply that all like Internet content must be treated alike and move at the same speed over the network. The owners of the Internet's wires cannot discriminate. This is the simple but brilliant "end-to-end" design of the Internet that has made it such a powerful force for economic and social good.

—Lawrence Lessig & Robert W. McChesney

Under this principle, a neutral network is a dumb network, merely passing packets regardless of the applications they support. This point of view was expressed by David S. Isenberg in his seminal paper, The Rise of the Stupid Network:

A new network "philosophy and architecture," is replacing the vision of an Intelligent Network. The vision is one in which the public communications network would be engineered for "always-on" use, not intermittence and scarcity. It would be engineered for intelligence at the end-user's device, not in the network. And the network would be engineered simply to "Deliver the Bits, Stupid," not for fancy network routing or "smart" number translation. ... In the Stupid Network, the data would tell the network where it needs to go. (In contrast, in a circuit network, the network tells the data where to go.) In a Stupid Network, the data on it would be the boss. ... End user devices would be free to behave flexibly because, in the Stupid Network the data is boss, bits are essentially free, and there is no assumption that the data is of a single data rate or data type.

—David S. Isenberg The Rise of the Stupid Network

The seminal paper on the end-to-end principle, End-to-end arguments in system design by Saltzer, Reed, and Clark, instead argues that network intelligence doesn't relieve end systems of the requirement to check inbound data for errors and to rate-limit the sender, nor for a wholesale removal of intelligence in the network core.

1.6 Software as Discourse

Brian F. Fitzgerald concludes that “software is a discourse that acts to construct meaning amid the new architecture of knowledge”. He uses the following definition of discourse:

“A discourse is a group of statements which provide a language a particular kind of knowledge about a topic. When statements about topic are made within a particular discourse, the discourse makes it possible to construct the topic in a certain way. It also limits other ways in which the topic can be constructed. A discourse does not consist of one statement, but of several statements working together to form what Foucault called discursive formation. Discourse is about the production of knowledge through language. But it is itself produced by a practice: discursive practice – the practice of producing meaning.”

To him software is an interpretive filter that mediates digital communication with things external to him. He elaborates:

“For example, if I were to pick up off the shelf and use the Australian, Italian, Chinese, or Irish language as if speaking through a loud speaker, meaning flowing in an out of me and others would be constructed in accordance with the channel or speaker (discourse) I was using.”

The core concept to keep in mind here is the “practice of producing meaning”. We act in this process through language, body language, visual images or any other way of signifying which is a irreducible part of social life (Fairclough, 2001, p 229). In a digital environment software is providing us with a framework for understanding and knowing and thus becomes a part in this process of meaning making. Using this idea Fitzgerald shows us that software can be seen to be a mode of understanding or a methodology for constructing meaning. He cites several legal cases and points to the reality where most people do not want to understand what a line of source code would direct a computer to do. Most people simply want to use the software in some tasks. According to Fitzgerald, this conceptualization of software fails to appreciate the representative and discursive competence of software. “Software is a medium for communication, for representing meaning. No matter how embedded or hidden the function of software, it is simply to construct meaning – to make something obvious. That is discourse”. Fitzgerald uses his idea of software as discourse to understand how law might regulate software.

“If a software engineer or developer constructs software that becomes an industry standard, that software acts as architecture for communication, it becomes, in essence, a discourse that allows me to speak to you. Copyright laws then bears upon its shoulders the need to mediate the power given to the copyright holder to monopolize rights in discourse that may have become an industry standard – in other words, a common form – with the needs of the user or speaker”.

1.6.1 What is software?

The case of Computer Edge Pty Ltd v Apple Computer Inc
 is an Australian case that attempted to explain the concept of a computer program and its underlying code. It held that:

A computer program is a set of instructions designed to cause a computer to perform a particular function or to produce a particular result. A program is usually developed in a number of stages. First, the sequence of operations which the computer will be required to perform is commonly written out in ordinary language  … Next there is prepared what is called a source program. The instructions are now expressed in a computer language – either in source code or in assembly code or successively in both.

Over the last two decades it has been common practice for commercial software products to be distributed without source code attached or accessible. The purpose of this was to retain control over the source code which in-turn was thought to maximize commercial exploitation.

More recently, the idea of distributing software with the source code disclosed or open has been gaining momentum (thanks to the likes of Richard Stallman of the Free Software Foundation). This is called “free” or open source software and, when released under the GNU General Public Licence contains obligations on those improving and redistributing it to share those improvements. Much of the software that is used to run the internet is free (libre) and open source software (FLOSS).

Software may be described as a computer program, which facilitates the operation of a computer system. It is the customising agent of the computer and is of immediate concern in many legal issues relation to the internet.

Software can be represented at various levels but it is common to speak of software source code (human readable) or object code (machine readable). The organising software or platform of a computer is called the operating system.  Microsoft Windows is the most dominant platform in the world, however, the free software operating system called Linux has become more popular in recent years. The case of US v Microsoft 86 F. Supp. 2d at 36 shows how the issue of software competition and diversity is vigorously debated.

1.6.2 What is Source Code?

In computer science, source code is any collection of statements or declarations written in some human-readable computer programming language. Source code allows the programmer to communicate with the computer using a reserved number of instructions.

The source code which constitutes a program is usually held in one or more text files, sometimes stored in databases as stored procedures and may also appear as code snippets printed in books or other media. A large collection of source code files may be organized into a directory tree, in which case it may also be known as a source tree.

A computer program's source code is the collection of files needed to convert from human-readable form to some kind of computer-executable form. The source code may be converted into an executable file by a compiler, or executed on the fly from the human readable form with the aid of an interpreter.

The code base of a programming project is the larger collection of all the source code of all the computer programs which make up the project.

1.6.3 US v Microsoft Corporation

The case of US v Microsoft Corp highlights the critical importance of software competition and diversity. This case concerned the dominance of the Microsoft operating system (OS) Windows. The OS combined with the hardware is often called the “operating platform” upon which many forms of applications software are built.

To write applications that will run on a particular platform or operating system one needs to ensure that the application can interact with the operation system. An OS will be programmed to allow such interaction through what are known as “application programming interfaces” (APIs).  The emergence of the internet browser and the development of the Java programming language by Sun Microsystems opened the way for diluting the dominance of the Widows OS. The browser developed with such speed and popularity that the potential opened for people to write applications to run on the browser platform – reducing the control Microsoft had over applications development. Java also allowed applications to be written in such a way that they can be ported from one platform to another.

Microsoft was also alleged to have tried to make it difficult for Java based programs to run in Windows without modification.
 

US v Microsoft Corp 87 F Supp 2d 30 at 43

This Case concerned the dominance of the Microsoft operating system, Windows.  The operating system combined with the hardware is often called the operating platform upon which many forms of applications (specific kinds of) software are built.  To write applications that will run on a particular platform or operating system one needs to ensure the application can interact with the operating system.  An operating system will be programmed to allow such interaction through what is known as application programming interfaces (APIs). 

Therefore, to write code or software that will run on an operating system you will need to know and obey APIs.  When joined with the Intel microprocessor or chip this is commonly referred to as a WinTel platform.

This need to write applications for specific operating systems means that it is more difficult for a generic application to be written that can be run on all platforms.  As Judge Jackson found, windows was by far the most dominant operating system in the market, with a market share in excess of eighty percent depending on how you calculated the figures.

The emergence of the Internet browser and the development of the Java programming language by Sun Microsystems opened the way for diluting the dominance of the Windows operating system.

Windows would become merely a part of the substratum that could be easily substituted if applications software could be written to the browser platform.  One way Microsoft took on the challenge was to build up its market share in the internet browser area through its product, Internet Explorer (IE).  Its main rival in this area was the Netscape Internet Browser, which showed the potential to become a dominant platform upon which to write applications software.  Microsoft was also alleged to have tried to make it difficult for Java based programs to run on Windows without modification.

Judge Jackson found that Microsoft breached sections 1 and 2 of the Sherman Act.  They were found to have violated s1 – unreasonable contracts in restraint of trade – by tying their browser to the operating systems and ensuring through agreement with OEMs that the two were sold as a unit.

As far as s2 was concerned, Judge Jackson found that Microsoft’s actions towards Netscape and Sun were predacious (predatory) and in breach of the Sherman Act.  As a remedy, the judge ordered that Microsoft Corporation be broken up into an applications company and an operating systems company.  On appeal, the judge’s findings relating to anti-competitive use of monopoly power were not overturned; however, Judge Jackson’s findings regarding tying and remedy were questioned.  As a result the matter was sent back to the District Court for further consideration.

In November 2001 the US Justice Department and Microsoft agreed on a settlement of the action.  The settlement which has been embodied in a Final Judgment provides (in part): 

· “an undertaking by Microsoft not to “retaliate against an OEM” that commercially exploits any non-Microsoft software.

· Allowing OEMs to configure hardware so that it is not dependent on a Microsoft operation system.

· Starting with Service Pack 1 of Windows XP or 12 months from the date of settlement, Microsoft is to enhance the powers of end users to remove Microsoft products from their computer.

· Authorized representatives of the plaintiff states are allowed to inspect Microsoft documentation and source code in order to give effect to the settlement, though such information obtained is subject to non-disclosure “except for the purpose of securing compliance” with the final judgement.

· A detailed process for the plaintiffs and Microsoft to select a Technical committee who “shall have the power and authority to monitor Microsoft’s compliance with its obligations under this final judgment.”

· Termination of the settlement five years from the date it commences. Microsoft taking internal steps to comply with the antitrust features of the settlement and appoint an internal Compliance Officer. 

In outlining its reasons for the settlement the Justice Department concluded:

“the United States determined that the Proposed Final Judgement, once implemented by the Court, will achieve the purposes of stopping Microsoft’s unlawful conduct, preventing its recurrence, and restoring competitive conditions in the personal computer operating system market, while avoiding the time, expense and uncertainty of a litigated remedy.  Given the substantial likelihood that Microsoft would avail itself of all opportunities for appellate review of any non-consensual judgment; the United States estimated that a litigated result would not become final for at least another two years”

1.6.4 Digital Diversity

The broader issue in the US v Microsoft lawsuit was the issues relating to the development and application of internet and e-commerce law and policy. The question always is to what extent should technology and content owners be allowed to control the way people access and use networked digital information resources. The issue is important because if the correct balance is not struck, then there may be a rise of information imperialism which is ill-suited to a democratic society.

In response to the lawsuit and other fines from the European Union, Microsoft has announced the ways in which it plans to make its intellectual property more accessible, ie through the Microsoft Open Specification Promise (2006).

1.7 The Digital Divide

The digital divide refers to the dichotomy between people who can get on the internet, and those who cannot.

Access to and the ability to effectively use information and communications technologies (ICTs) to obtain information and services are becoming increasingly important to fully participate in contemporary Australian economic, political and social life.

The term digital divide refers to the gap between people with effective access to digital and information technology and those with very limited or no access at all. It includes the imbalances in physical access to technology as well as the imbalances in resources and skills needed to effectively participate as a digital citizen. In other words, it is the unequal access by some members of society to information and communication technology, and the unequal acquisition of related skills. The term is closely related to the knowledge divide as the lack of technology causes lack of useful information and knowledge. The digital divide may be classified based on gender, income, and race groups, and by locations. The term global digital divide refers to differences in technology access between countries or the whole world.

The existence of a digital divide is not universally recognized. Compaine (2001) argues it is a perceived gap. Technology gaps are relatively transient; hence the digital divide should soon disappear in any case. The knowledge of computers will become less important as they get smarter and easier to use. In the future people will not need high-tech skills to access the Internet and participate in e-commerce or e-democracy. Thus Compaine argues that a digital divide "is not the issue to expend substantial amounts or funds nor political capital."

This is the issue of the information rich (the haves) and the information poor (the have nots).  It is an issue that has the potential to cut across issues of race, gender, nationality, class and geographical location.  The major concern is that if the communication and distribution of information have become so important to our social and economic being then an inability to access information resources is disenfranchising and debilitating. Will the content providers, the vendors of the vast information products on offer, feed the information poor by installing infrastructure at cheap cost? Cynically thinking, that will only occur where it is profitable to do so?  Does the information revolution have the potential to further divide developed and developing countries?  In an era where the World Trade Organisation (WTO) is under fierce pressure to bring equity and principle to the economic order of the world and where the World Bank is being asked to forgive third world debt this promises to be a significant issue.

1.8 The Information Society [1.60]

The context for understanding internet and e-commerce law and policy is rooted in the notion of an information society – that is, a society in which information becomes a core economic, cultural and social resource.

In the ‘information society’, a product of the information age, information is an important and highly valued commodity that becomes dominant in the market (of the knowledge economy).  The intangibility of information brings change to the nature of economic transactions and economic management, this is contrasted with the industrial society where tangible goods are/ were the focus of exchange.  Information technology and the consequent supply of information become the underpinning structure of social and economic life, they dictate how we live, how we work, how money is made and so on.  It is a society where information is a key resource that drives the economy.

In an advanced information society, information plays a significant role in structuring social existence; that is, the way we live.  Many people are saying this is the next big challenge of information technology, structuring our social existence through virtual reality and other technological extensions of life and living.  While information society may promise to enhance social and economic being it also threatens those very things.  Issues relating to privacy will be prominent, as will concerns about the disparity between the information rich and the information poor, and the appearance of a new imperialism.  

1.8.1 E-commerce [1.65]
E-commerce has been born out of the concept of an Information Society. It involves transactions completed over the internet and typically has been found to exist between businesses (B2B), Business-to-Consumer (B2C) and Consumer-to-Consumer (C2C).

E-commerce has recently adopted another front whereby we are now seeing the rise of a user-led production model where end-users become producers in order to customize the product or for the purpose of redistribution and enhancement.

1.8.2 E-government and e-democracy [1.70]
The growth of e-government (government-to-business (G2B), government-to-consumer/citizen (G2C) and Government-to-Government (G2G)) strategies designed to enhance the commercial & democratic functions of government.

E-democracy refers to the potential for citizens to enhance the democratic workings of our societies through information networks.

1.8.3 E-security [1.75]
Since Sep 11, 2001 e-security has also come to the fore under the rubric “critical infrastructure protection” (CIP). It deals with the management and security of core infrastructure or services involving the likes of banks, police, armed forces, electricity and water.

World Summit on the Information Society (WSIS)

· Is made up of a collection of national and international, government, non-government and industry representatives which met in Geneva (2003) and in Tunis (2005).

· Was formed by the International Telecommunication Union (ITU).

· The 2003 meeting endorsed a broad-ranging Declaration of Principles – Building the Information Society: A Global Challenge in the New Millennium (Declaration of Principles) confirming the aims of WSIS to realize the full potential of the Information Society.

· The declaration highlights the importance of the Information Society to culture and the economy.

· Sets out an agenda for nurturing the information society on a global scale.

· Calls for the UN to set up a Working Group on Internet Governance.

· The Tunis Agenda for the Information Society confirmed the Declaration of Principles.

· Principles 114 – 119 of the Tunis Agenda acknowledge the development of indicators designed to address the digital divide mentioning the Partnership on Measuring ICT for Development, the ICT Opportunity Index and the Digital Opportunity Index.
· Principle 121 calls on the UN General Assembly to declare 17 May each year as World Information Society Day.

1.9 Internet Governance [1.95]

Policies and mechanisms for Internet governance have been topics of heated debate between many different Internet stakeholders, some of whom have very different visions for how and indeed whether the Internet should facilitate free communication of ideas and information.

The definition of Internet governance has been contested by differing groups across political and ideological lines. One of the key debates centres around the authority and participation of certain actors, such as national governments and corporate entities, to play a role in the Internet's governance.

A Working Group established after a United Nations-initiated World Summit on the Information Society (WSIS) proposed the following definition of Internet governance as part of its June 2005 report:

Internet governance is the development and application by Governments, the private sector and civil society, in their respective roles, of shared principles, norms, rules, decision-making procedures, and programmes that shape the evolution and use of the Internet.
Law professor Yochai Benkler developed a framework for conceptualizing the idea of Internet governance through the idea of three "layers" of governance: the "physical infrastructure" layer through which information travels; the "code" or "logical" layer that controls the infrastructure; and the "content" layer, which contains the information that runs through the network.

IANA - the Internet Assigned Numbers Authority

ICANN - the Internet Corporation for Assigned Names and Numbers

IETF - the Internet Engineering Task Force

ISOC - the Internet Society

Number Resource Organization

RIRs - Regional Internet Registries

1.10
Digital Constitutionalism [1.135]

Constitutionalism refers to the regulation of power. Traditionally, it has focused on regulating or limiting the vertical exercise of government or public power over citizens. On the other hand, the horizontal exercise of power between citizens occurred in the private sphere and was rarely analysed in terms of constitutionalism, although the law did play a mediating role.

Governance of the digital environment has been very much dominated by private multinational corporations through property law and contract law. The liberties of citizens in the digital environment should be no less respected or conceptualised than in real space. Statutory and common law rules that mediate relations between individuals in the private sphere are largely beyond constitutional review by the courts.

Principles of Digital Constitutionalism

· Free Speech

· Interoperability

· Openness – open standards

· Transnational Negotiability

· Distributed network and Intelligence – semiotic (study of signs and symbols?) democracy

· Digital liberty, privacy and diversity

1.11
Digital Life

Article by Brian Fitzgerald: Open Content Licensing: Cultivating the Creative Commons (2007)

A starting point is the notion of virtual worlds and legal rights, and the other is user-led production and the way that we can allocate legal rights. There are key issues about constitutional-type rights in these virtual worlds. I remember in the mid-90s when lawyers started to deal with the Internet, there were arguments about the Internet being a legal jurisdiction – Lex Internet – that were put forward in a famous article by Johnson and Post 
about the Internet being its own jurisdiction. And there is an interesting US case early on called US v Thomas. Allegedly obscene material was uploaded from California but it was accessible in Tennessee and under the US law, obscenity took its definition from the local area, and these people tried to argue (California was much more liberal, Tennessee was a bit more conservative) that they had actually inhabited a sort of virtual world and 
where they had uploaded the pornography was really another space. (They lost)
At that time it seemed a little bit remote and it was only a few people who were saying, “there is something in this argument”. Today when you look at the games’ environment there is certainly a strong argument coming forward that virtual worlds are throwing up real constitutional-like issues because people are inhabiting these spaces for an incredible amount of time. It is the reconciling of the real space jurisdiction with the virtual space that is difficult. 
2.0 REGULATION AND JURISDICTION IN CYBERSPACE

2.1
Regulation of the Internet [1.110]

The internet grew from a military, education, computing and telecommunications background. It has been said that “it is not appropriate to regard the internet, for legal purposes, as a mere static physical entity, nothing more than a group of computers containing information which are linked physically to one another. It should rather be viewed as a process of communication.” (Bonnier Media v Smith per Drummond Young LJ).

In terms of regulation, through the early 1990s, the internet was seen by many as a space for reaction of the mind. These were the days when self-regulatory measures were seen to provide the basis for ethical regulation of the internet.

Digital Libertarian John Perry Barlow published the “Declaration of Independence of Cyberspace” (1996):

Governments of the Industrial World, you weary giants of flesh and steel, I come from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather.

We have no elected government, nor are we likely to have one, so I address you with no greater authority than that with which liberty itself always speaks. I declare the global social space we are building to be naturally independent of the tyrannies you seek to impose on us. You have no moral right to rule us nor do you possess any methods of enforcement we have true reason to fear.

Governments derive their just powers from the consent of the governed. You have neither solicited nor received ours. We did not invite you. You do not know us, nor do you know our world. Cyberspace does not lie within your borders. Do not think that you can build it, as though it were a public construction project. You cannot. It is an act of nature and it grows itself through our collective actions.

You have not engaged in our great and gathering conversation, nor did you create the wealth of our marketplaces. You do not know our culture, our ethics, or the unwritten codes that already provide our society more order than could be obtained by any of your impositions.

You claim there are problems among us that you need to solve. You use this claim as an excuse to invade our precincts. Many of these problems don't exist. Where there are real conflicts, where there are wrongs, we will identify them and address them by our means. We are forming our own Social Contract . This governance will arise according to the conditions of our world, not yours. Our world is different.
Figure 1 - John Perry Barlow - Declaration of Independence of Cyberspace

Raine comments: From the outset, we are to wonder whether this great ubiquitous, non-territorial, non- physical space is susceptible to legal regulation at all.  In the early stages of the popularisation of the internet alternative governance theorists like Barlow called for independence from traditional forms of governance.   In his article he describes cyberspace as a world that exists outside the spectrum of governments and regulation, a new world were moral rights do not exist and neither does authority.  He concludes his article by saying “we must declare our virtual selves immune to your sovereignty, even as we continue to consent to your rule over our bodies.  We will spread ourselves across the Planet so that no one can arrest our thoughts.  We will create a civilization of the Mind in Cyberspace.  May it be more humane and fair that the world your governments have made before.”

2.1.1
Self-Regulation by the Industry [1.120]

There was a marked shift from the early 1990s to the late 1990s where the progression was made from social communication of messages and images, to commercial transacting of information. This raised issues of:

· Formation, performance and enforcement of contracts

· Recognition and protection of intellectual property rights

· Privacy

· Security

See Figure 1 - John Perry Barlow - Declaration of Independence of Cyberspace on page 22 (above) for example of self-regulation.

In 1997, the Internet declaration: A Framework for Global Electronic Commerce was issued by the Clinton administration containing 5 core principles:
· The private sector should lead

· Governments should avoid undue restrictions on economic commerce.

· Where governmental involvement is needed, its aim should be to support and enforce a predictable, minimalist, consistent and simple legal environment for commerce.

· Governments should recognise the unique qualities of the internet.

· Electronic Commerce over the Internet should be facilitated on a global basis.

The notion of “private sector should lead, but…”

· The government would intervene if invited to or it were necessary to do so

The Australian Government has endorsed much of the Clinton administration’s reasoning and embarked on developing “co-regulatory” regimes in the areas of content regulation and privacy (see 2.1.2
Co-Regulation on page 23).

How would the governance structure be implemented?
· Use of the proprietary corporate model

· Would mimic how a company runs, but in the context of the internet

· i.e. a CEO of the internet

· Like the Australian Wheat Board – one group regulates and charges fees for that regulation.

· Use of the non-profit corporate model

· i.e. like a community organisation that undertakes the regulation.

2.1.2
Co-Regulation

Co-regulation is where the government and the industry work together to develop a regulatory framework. In the Australian model, there is a legislative framework that creates a set of default rules, yet industry is encouraged to develop codes of conduct which, upon meeting the necessary criteria under the state, can be registered thereby defining the circumstances in which legal liability will arise [para 1.120, page 22 textbook].

Co-regulation is one of the alternative compliance mechanisms that governments are adopting as they move away from prescriptive ‘black letter law’ regulatory regimes.  The spectrum of compliance mechanisms ranges from self0regulation, quasi-regulation, co-regulation through to explicit government regulation.  The alternative regulatory mechanisms appeal to governments and business as they are characterised by commentators, politicians, administrators and business as being less costly, more flexible, responsive, accessible and effective than prescriptive regulation. Each of the regulatory forms has various characteristics, advantages and disadvantages.  Business and industry generally want the regulatory regime governing their conduct to include features listed immediately above while they also require consistency and certainty in relation to standards applied nationally.  Consumers and to a lesser degree governments want regulatory schemes to be open to scrutiny. Clearly, the presence or absence of some of these characteristics determines the suitability of the regulatory regime for particular situations and industries.  ‘Efficacious regulation should speak to the diverse objectives of regulated firms, industry associations, and individuals within them.

Australia and the US approach to internet regulation

Australia and the US believe that governments should avoid internet regulation unless there is a overwhelming reasons for government regulation.

Europe

Europe looks to apply the model of the single market framework and its application to electronic commerce.  They seek to build trust and confidence among businesses that implies they seek to deploy secure technologies and of a predictable legal and institutional framework to support these technologies.  Further, Europe prescribes that regulatory responses, where appropriate should address every step of the business activity, from the establishment of business, to the promotion and provision of electronic commerce activities, through conclusion of contracts, to the making of electronic payments.

In parallel, a number of key horizontal issues affecting the entire electronic commerce activity need to be addressed.  These include data security, protection of intellectual property rights and conditional access services, privacy, as well as a clear and neutral tax environment.

2.1.3
Code or Technology as Law [1.125]

Professor Lawrence Lessig proffers this dimension of the regulatory model. He highlights how the digital environment of the internet is not a given, but rather a construction of code writers. The “nature” we inhabit in the digital world is that constructed through technology and technologists.

Cyberspace regulation is regulated by four types of constraints: laws, social norms, markets and ‘nature’ (or the ‘architecture’ of real space).  Greenleaf cites Lessig in his discussion on the constraints to internet regulation. Greenleaf states:

“A more comprehensive theoretical approach to cyberspace regulation is advanced by Lawrence Lessing in a number of articles.  To summarise, his starting point is that behaviour is regulated by four types of constraints: laws, social norms, markets and ‘nature’) or the ‘architecture’ of real space). However, this ‘anti-law- starting point is counterbalanced by emphasis on the extent to which the law indirectly seeks to regulate behaviour by directly influencing the three other constraints: social norms, markets and (sometimes) ‘nature’.”

Applying this analysis to cyberspace, Lessig identifies the equivalent of ‘nature’ as ‘code’, or the software that makes cyberspace as it is ‘[a] set of constraints on how one can behave’, and concludes that code is in general more pervasive and effective (‘immediate’) a constraint in cyberspace than is nature in real space.  However, code is also more susceptible to being changed by law (more plastic) than is nature.

Therefore, both code and law (in its indirect form) are more important as regulation of cyberspace than many realise or admit.  Also, in order to analyse comprehensively the options available to affect particular behaviours, all four types of constraints (and the potential of law to indirectly regulate via the other three) must be considered. 

In Lessig’s theory, there are four modalities of regulation:

· Customary norms

· Social norms: threaten punishment ex post facto, but unlike law, the punishments of norms are not centralised.  Norms are enforced (if at all ) by a community, not by a government. In this way norms constrain, and therefore regulate.

· The market

· markets also regulate, they regulate by price. However, the market is only able to constrain in this manner because of other constraints of law and social norms.

· Law; and

· where a person is ordered to behave in a certain way or risk punishment if instructions are not obeyed.

· Architecture/Code/Technology

· is regulation by the architecture of the system.  That is to say the very design of cyberspace works to regulate behaviour.

Example of Code as Law: 

If I want to stop someone speeding, I can employ the four modalities of regulation by:

· encouraging a customary/social norm that speeding is bad through means such as advertising (customary norms)

· raising the price of petrol (market)

· enacting a law to say speeding is an offence (law)

· building a restraining architecture, such as a mechanical limit in the car, or speed bumps (architecture/code/technology)

Lessig says the architecture/code/technology is the most important modality of regulation in the internet world. The structure and technology of the internet is a great constraining force in how we act on the internet. 

Thus, if a person wishes to prevent another person reproducing material they have put on the internet, they can resort to Copyright Law, but more commonly, they might seek to technologically package the information in a way that makes reproduction difficult or impossible. If the measure employed is effective, the material that can be downloaded from the internet, but which cannot be reproduced, then the technology is the primary form of regulation. This is commonly referred to as Digital Rights Management (DRM).

Digital Rights Management (DRM) – Code as Law
Digital rights management (DRM) is a generic term that refers to access control technologies that can be used by hardware manufacturers, publishers, copyright holders and individuals to try to impose limitations on the usage of digital content and devices. The term is used to describe any technology which makes the unauthorized use of such digital content and devices technically formidable, but generally doesn't include other forms of copy protection which can be circumvented without modifying the file or device, such as serial numbers or keyfiles. It can also refer to restrictions associated with specific instances of digital works or devices.

With DRM, because the corporation who owns the copyright or other property in the digital content is creating the regulation, they are given almost free reign to implement any sorts of restrictions as they see fit. While there is some argument that DRM engages in anti-competitive conduct, most major players in the digital realm engage in it to some extent. Do we really want the record industry to be deciding how we can use/listen to/copy music we have purchased?

The other issue is that the seller’s values are embedded into the digital content (ie the file). They can impose the circumstances under which you can copy it, if at all, etc.

Content owners are busy trying to perfect DRM whilst content users are marshalling arguments against it, saying that technological protection of information resources may lead to the extinguishment of public values such as fair dealing and the public domain.

The most significant point that Lessig makes is that it is not just law that is involved here, it is also technological regulation. This has moved people to question the ethical basis of this type of regulation, especially in the realm of intellectual property rights.

2.1.4
Contractual Private Ordering [1.130]

This area of the law concerns the terms and conditions imposed between the end-user and the supplier.

The power of contract, solely, or in tandem with “code as law”, is very important in the digital environment. Supplier creates arrangements through shrink-wrap, click-wrap or other styled licence agreements.

A software license agreement is a contract between a producer and a user of computer software that is included with software. Under copyright, once a person has bought a copy, copyright law imposes no requirements on a user; that user may use that copy in any ways he or she sees fit. As the user needs no license, as he or she is not creating a copy, "licenses" to use the copy the purchaser already owns are not needed. These documents often call themselves end-user license agreements (EULAs).

As many form contracts are only contained in digital form, and only presented to a user as a click-through where the user must "accept". As the user may not see the agreement until after he or she has already purchased the software, these documents may be contracts of adhesion.

Some form contracts accompany shrink-wrapped software that is presented to a user sometimes on paper or more usually electronically, during the installation procedure. The user has the choice of accepting or rejecting the agreement, often without reading it first. The installation of the software is conditional to the user clicking a button labelled "accept".

The term shrink-wrap license refers colloquially to any software license agreement which is enclosed within a software package and is inaccessible to the customer until after purchase. Typically, the license agreement is printed on paper included inside the boxed software. It may also be presented to the user on-screen during installation, in which case the license is sometimes referred to as a click-wrap license. The inability of the customer to review the license agreement before purchasing the software has caused such licenses to run afoul of legal challenges in some cases.

Click-wrap license agreements refer to website based contract formation (see iLan Systems, Inc. v. Netscout Service Level Corp.). A common example of this occurs where a user must affirmatively assent to license terms of a website, by clicking "yes" on a pop-up, in order to access website features. This is therefore analogous to shrink-wrap licenses, where a buyer implied agrees to license terms by first removing the software package's shrink-wrap and then utilizing the software itself. In both types of analysis, focus is on the actions of end user and asks whether there is an explicit or implicit acceptance of the additional licensing terms.

In the digital environment, contact is vitally important to the practice of information licensing. In this information economy informational products are licensed, not sold – the licence is the product.

-
Normally no right of ownership  (only right to use)

-
And licence given is only for specific purposes.

A user’s rights are defined by the licence.

Contractual regulation has also been prominent in the area of domain name allocation. Allocation of the .com domain is now performed through a contractual regime created under the auspices of the ICANN, which allows for compulsory arbitration should a dispute arise.

However, private ordering can be criticised as overriding the public values in legislation. 

2.2
Jurisdiction

[2.05, pg 33] One of the most challenging issues facing legal systems worldwide is the application of the rules of jurisdiction to the internet. The concept of jurisdiction evolved in relation to geographical territories, with each state asserting sovereignty over persons and things within its boundaries. However, the internet has brought about dramatic changes in the way individuals and businesses interact. People now routinely communicate and do business with others across vast distances, in places they would never have visited. Such interactions occur not in any geographical place, but in the virtual realm of ‘cyberspace.’ 

2.2.1
What is Jurisdiction?

The word “jurisdiction” generally refers to the ‘law area’ which is based on notions of territorial sovereignty, consent of the governed and coordination and efficiency.

In US v Vanness, the US Court of Appeals stated that “jurisdiction is a word of many, too many meanings.” Fitzgerald & Fitzgerald agree at [2.10].

Jurisdiction is a generic term loosely used to describe a variety of legal concepts. 

Jurisdiction refers to:

· Personal and Subject-matter jurisdiction (Jurisdiction per se)

· Choice of Law

· Choice of Forum

· Enforcement of Judgments

In its strict sense, it refers to the authority of the court to decide a matter (John Pfeiffer v Rogerson).

Under international law, there are several heads of jurisdiction:

· Territoriality Principle

· When the defendant is in the same country, and the wrong occurred within that territorial jurisdiction

· Passive Personality

· Where a foreign national commits an offence against the jurisdiction’s citizens

· Nationality Principle

· Where a place has jurisdiction over its citizens (as nationals) no matter where they are at the time (i.e. doesn’t matter if they are outside the territorial jurisidiction)

· Security Principle

· Where acts are commited that are injurious to economic or physical welfare of the territorial jurisdiction

· Universality Principle

· Certain acts, no matter where they occur, are so abhorrent and they must be prosecuted by the government wherever they are (i.e. piracy, rape, murder, torture etc)

2.2.2
Personal Jurisdiction

A court will only have personal jurisdiction over a defendant if:

· defendant has voluntarily submitted to the jurisdiction of that court; or 

· agreeing in advance to submit: see forum selection clauses: Mondial v IMT 
· taking steps in the proceedings that are inconsistent with an objection to jurisdiction: Brealy v Perth Royal Hospital 
· waiving a right to object by unequivocally evincing an intention not to assert objection; or
· commencing proceedings within the jurisdiction as a plaintiff: Marlborough v Charter Travel Co 
· The D must be amenable or answerable to the command of the writ which primarily depends on nothing but their presence within the jurisdiction (Laurie v Carroll).

· Ordinary residence nor domicile is not required, and the length of time the defendant remains within the jurisdiction is immaterial (Laurie v Carroll).

· Exception to this is when the D has been induced to come into the jurisdiction by fraud (Evers v Firth).

· Can serve a corporation or partner if it carries on business in the jurisdiction (NCB v Wimborne)
· A defendant resident to a country with which Australia has a tax treaty does NOT carry on a business within Australia merely because it sells trading stocks through a website hosted by an Australian ISP: Taxation Determination No TD 2005/2
· By Analogy, a Corporation does not carry on a business in Australia merely because it operates a website by which its goods may be traded which is hosted by an Australian ISP/ICH

· defendant has been served with a writ or other originating process in accordance with the rules of that court.

· Can serve a defendant outside the jurisdiction at the time by acting in accordance with rule 124 of the Civil Procedure Rules

· The leave of the court to do so is only required if bringing an action in the HCA or FCA

If a defendant leaves the jurisdiction after a writ has been issued for the purpose of avoiding service, the court may make an order for substituted service against the defendant (Laurie v Carroll). Will not do so if the defendant did not know of the actual or possible existence of the originating process (Joye v Sheahan). If the defendant left before a writ was issued, the court does not have personal jurisdiction over that defendant (Joye v Sheahan).

See US cases 2.5
Other Random Cases on page 45.

2.2.2.1
Rules for Service Outside of Australia

In QLD no leave of court is required for service or proceedings against a defendant who fails to appear. The service and subsequent proceeding will be valid as long as the following are satisfied: 
· Rules of Court set out Grounds on which service may be validly effected;

· Each Ground requires a plaintiff to establish a nexus between the Cause of Action or subject matter – and – the plaintiff’s jurisdiction. 

· The nature of that nexus is determined by rules applicable to specific subject matters. 

Subject Matters and their Nexus

CONTRACT [2.50]

Service may be effected outside Australia in respect of proceedings involving contracts where such subject is (UCPR QLD r 124 (1) (c) (g) + (h); High Court Rules 10 r 1(1) (e) + (f)):

· Made within the jurisdiction; or

· For a contract to be made w/in the jurisdiction the last act required to create binding obligations between the parties must have occurred in the jurisdiction. For the Internet this is the place where the acceptance is received by the promisor: Entore v Miles Far East
· The place where acceptance is received is determined by the Electronic Transactions Act 1999 (Cth) and (QLD): 

· Unless parties agree otherwise

· A court can still make a determination: Sheldon Pallet Man. V NZ Forest Products 

· The place where an electronic message is taken to have been received is the place where the recipient has their place of business. 

· If the recipient has no place of business, the person’s ordinary place of residence

· NOTE: ACLRC Criticisms

· This does not resolve the issue of contract formation. Issues arise of companies with multiple places of business and no place of residence and in these circumstances it would likely be the place and time where the promisor computer receives the message sent by the promisee.

· Governed by the law of the forum; or

· Parties can agree in the contract which law will govern the contract.

· Broken within the jurisdiction

· Repudiation will take place where the message of repudiation (i.e. email saying so) originates (Nygh and Davies)

TORT [2.55]
Service is allowed outside Aus for torts committed within the territorial jurisdiction (UCPR QLD r 124 (1) (c) (k) + (h) ; High Court Rules 0 10 r 1(1) (g))

For a tort to be committed within the TJ, the right of action must have accrued within the TJ: the tort must be complete. A Court will determine the point of accrual by looking back over the facts constituting the tort and isolating a point where, in substance, the cause of action arose: Distillers Co v Thompson.

See 2.2.2.2 
Dow Jones & Company Inc v Gutnick [2002] HCA 56 on page 30.

BREACH OF STATUTE [2.60]

Service can be valid where: 

Breach of Cth legislation resulting in : FCRs  0 8 r 1 (b), or

Action for damages resulting from a breach of Cth legislation:  FCRs  0 8 r 1 (b) (c)

QLD: Possible under general authority to serve in respect of “any cause of action arising within the State” UCPR r 124 (1) (a) 

2.2.2.2 
Dow Jones & Company Inc v Gutnick [2002] HCA 56

Dow Jones v Gutnick: Very short summary

The appellant, who published an online subscription publication from servers based in New Jersey in the US was alleged to have published material which was defamatory of the respondent to its subscribers in Victoria, Australia, where the respondent was a resident. The respondent was held to have validly served a writ commencing defamation proceedings against the appellant outside Australia in accordance with the court rules, because the publication of the defamatory material which caused damage to the respondent occurred in Victoria.

· Vict businessman, high profile in victoria, not much profile anywhere else.

· Someone defamed him in a newsletter in the US, and he sued for damage to his reputation in victoria.

· Can the vic supreme court hear the matter? Is there a better forum?

· The D’s position: the US 1st amendment to free speech is the core principle of the internet, and US publishers need not fear any other law than US law.

· The P’s position: US legal hegemony (leadership or dominance) does not extend to the internet and it can be localised or zoned according to the transnational nature of the activity or its effects.

· HELD

· the place of the wrong in defamation proceedings in respect of online content is the place where damage to reputation is suffered as a result of its publication. Ie. Where the defamatory material is downloaded.
Dow Jones v Gutnick

Principle judgment by Gleeson CJ, McHugh, Hayne, Gummow with whom Gaudron expressly agreed.  Callinan agreeing on all but one issue.  Kirby agreeing generally but expressing concern about application of the rules to the Internet.

FACTS
Gutnick concerned an article written by journalists for publisher Dow Jones in Barron’s magazine.  The article was researched and prepared in NY but uploaded onto the Dow Jones website which was hosted on a server in New Jersey.  The article contained allegations that Gutnick (a resident of Victoria) had manipulated share prices and associated with a well-known money launderer and tax evader.

The Dow Jones wedsite was a subscriber site with 550 000 worldwide subscriptions with 1700 resident in Australia and a few hundred in Victoria (.055% of total).  There were also a small number of print copies (.0016%) sold in Victoria.  Gutnick sued for defamation, expressly confining his claim to those damages flowing from publication of the article in Victoria.

Parties’ contentions
The principle argument for Dow Jones was that the place where the tort was committed was in New Jersey.  In this view there should be a single place of publication which would be at the place the publisher uploaded material onto the web servers.  Dow Jones argued the consequences of not adopting this view is that an Internet publisher would be potentially subject to a suit in every country on the basis that a publisher could not territorially restrict access.  (Dow Jones acknowledged that in media such as newspapers and TV the established place of the tort was the place of publication – where it was received by the 3rd party.  Doe Jones argued that the novel technological context of the internet called for a new concept of “publication”.)

HC judgement
The HC agreed that the test to apply in determining the location of the tort was to find the jurisdiction where the substance of the action arose – in this case, where the communicating of such material to a reader resulted in harm to another’s reputation [44].  Consequently, the court found that the location of the tort in defamation is the place where the damage to reputation occurs.  As a result, the same principles apply to the internet as to other forms of media.

After concluding Gutnick was entitled to sue Dow Jones in Victoria, the HC proceeded to consider what approach should be taken in the situation where a plaintiff brings an action in respect of publication in several countries.  The HC rejected the argument that it should adopt the American “single publication rule” – a rule that aggregates an action which happened in a number of states and countries into a single action governed by a single law.  The HC reaffirmed the existing rule that each communication to a 3rd party from a website creates a separate cause of action in each jurisdiction.  While agreeing that this spectre could cause injustice to the defendant, it considered adequate mechanisms existed in Australia to prevent such an outcome.  (@[36], [50]-[54]) because:

1.
It has long been held that a plaintiff who commences separate proceedings in multiple jurisdictions in respect of the same subject matter creates an abuse of process.  [36]

2.
A defendant maybe able to challenge the plaintiff’s choice of a local (Australian) forum by seeking a stay on the basis that the court selected is clearly inappropriate.  [50]

3.
A defendant may be able to challenge the plaintiff’s institution of foreign proceedings by making an application for an anti-suit injunction.  [50] 

4.
At the trial of the merits of the action, a defendant could possibly argue as a defense to substantive liability that its conduct was ‘reasonable’ and justifiable under the law and practice of a foreign country where it acted.  [51]

5.
A plaintiff would be unlikely to sue in jurisdictions where he has no reputation for the reason that little or no damages will be recoverable.  [53]

Commentary
The HC judgment reflects a nationalistic approach to resolving problems with respect to a medium which is fundamentally borderless and aterritorial.

Jurisdiction - Damage in the forum:  it is arguable that this decision provides an excessively liberal ground for the establishment of jurisdiction in internet defamation cases.  Kirby remarked that the damage ground may conflict with the public international law principle requiring a substantial connection between the subject matter of the dispute and the jurisdiction of the national court before a case can be adjudicated.  [101] This view finds support in US constitutional rules of personal jurisdiction where foreign-based defendants must be shown to have certain “minimum contacts” (that is, some degree of targeting or directing of a website by the defendant at residents) with the forum before it can be subject to suit in an American court.

Jurisdiction – Tort committed in the forum:   if it were considered that the article was directed a predominantly NY audience and intended to affect his reputation among business persons there, then the tort would be deemed to be committed in that jurisdiction.  (I.e. Gutnick’s business focus was in the US and Israel)  Accordingly, it will be only where a defendant is found to have directed its material to persons in the forum, over and above those of another country that the tort of defamation will be found to have been committed there 

Persons with a global reputation may argue that this rule inflicts injustice given that the bulk of the internet articles emanate from the US on issues not directly pertaining to Australia.  And the US freedom of speech principles may make a defamation case less likely under US defamation laws.

It is argued that a jurisdictional test based on the intention and acts of a defendant is preferable as a matter of principle to one which focuses on the location of the defendant’s server.

Issues 

· Personal Jurisdiction 

· Choice of Law

· Clearly Inappropriate Forum

Key Issue Publication

“In defamation, the same considerations that require rejection of locating the tort by reference only to the publisher’s conduct lead to the conclusion that, ordinarily, defamation is to be located at the place where the damage to reputation occurs.  Ordinarily that will be where the material is alleged to be defamatory is available in comprehensible form assuming, of course, that the person defamed has in that place a reputation which is thereby damaged.  It is only when the material is in comprehensible form that the damage to reputation done and it is damage to reputation which is the principal focus of defamation, not any quality of the defendant’s conduct.  In the case of material on the World Wide Web, it is not available in comprehensible from until downloaded on to the computer of a person who has used a web browser to pull the material from the web server.  It is where that person downloads the material that the damage to reputation may be done.  Ordinarily then, that will be the place where the tort of defamation is committed” para 44

Personal Jurisdiction

· Publication occurred in Victoria 

· R 7.01(1)(j) would be applicable

Choice of Law and Clearly Inappropriate Forum
“the place of the commission of the tort was Victoria as alleged that is where the damage to reputation was alleged to have occurred.  It is his reputation in that State, and only that State, which he seeks to vindicate.  It follows, of course, that substantive issues arising the action would fall to be determined according to the law of Victoria.  But it also follows that Mr Gutnick’s claim was thereafter a claim for damages for a tort committed in Victoria, not a claim for damages for a tort that committed outside the jurisdiction.  This is no reason to conclude that the primary judge erred in the exercise of his discretion to refuse to stay the proceeding”: para 48.
No Single Publication Rule
Single Publication rule used in the US, rejection in Australia and UK

Multiple Publications nationally or internationally calls for application of more than one law

Gutnick only sued over Victorian publications 

An attempt to introduce an “internet single publication rule” failed in Loutchansky v Times Newspapers Ltd [2001] EWCA Civ 1805 (2002) 1 All ER 652; leave to appeal of the House of Lords refused [2002] 1 WLR 1552

Impact for Publishers
Chill publication as publishers do not know the Afghanistan, Zimbabwe (A-Z) of defamation law.  Is this more imagined than real? Is an Australia publisher likely to be dragged into the courts of Afghanistan or Zimbabwe, and would any judgment be enforced in Australia?

Impact for Defamation Law
Australia an attractive forum for defamation plaintiffs?

Development of defences for defamation law to deal with the situation 

Limiting Factors – inherent – reputation in jurisdiction; assets in jurisdiction; enforcement of judgement

The rare and complex case of a person with a reputation in many parts of the world?

Developing Defamation Defences? 

•
Reasonableness of the publisher’s actions 

•
Compare defence of innocent dissemination: para 51

•
Reasonableness judged according to the standards and laws where the publisher’s conduct took place, or the place at which the publication was targeted.

Limits to the Judgement
“… In considering what further development of the common law defences to defamation may be thought desirable, due weight must be given to the fact that a claim for damage to reputation will warrant an award of substantial damages only if the plaintiff has a reputation in the place where the publication is made.  Further, plaintiffs are unlikely to sue for defamation published outside the forum unless a judgment obtained in the action would be of real value to the plaintiff.  The value that a judgment would have may be much affected by whether it can be enforced in a place where the defendant has assets” para 53. 

The Court made the point that Dow Jones argument that it had to know every defamation law in the world from Afghanistan to Zimbabwe was a little unreal when it was recalled that:

“in all except the most unusual of cases, identifying the person about whom material is to be published will readily identify the defamation law to which that person may resort” para 54.

2.2.3
Subject-Matter Jurisdiction [2.145]

Subject-matter jurisdiction refers to the subject matter or types of actions which may be entertained by a particular court (Lipohar v The Queen).

The subject matter jurisdiction of Australian courts is limited by the statute or other instrument under which the particular court is constituted.  As Australia has a federal system of government, no Australian court is a true court of unlimited jurisdiction.

However, the State supreme courts are regarded as courts of general jurisdiction. They have original jurisdiction in respect of all matters other than those matters which are excluded from their jurisdiction by express words or necessary implication, or in respect of which exclusive jurisdiction has been conferred on another court or tribunal.

2.2.4
Choice of Law [2.180], [2.195]

Once a court establishes that it has jurisdiction over the parties and the subject-matter, it must then decide whether the laws of that state or another state should be applied. The rules the courts have developed in this regard are called the ‘choice of law’ rules.

The objectives of the rules are to:

· Meet the expectations of the parties regarding the applicable law; and

· Ensure that the same result will be obtained in proceedings on the same facts, regardless of the forum chosen (Nygh and Davies).

In Australia, there is now cross-vesting of jurisdiction wherein each superior court in Australia is cross-vested with subject matter jurisdiction of each other superior court (Service and Execution of Process Act 1991 (Cth)).

The choice of law rules which are applied by Australian courts are divided into categories of law (eg contract, tort, etc). The category has certain relevant connecting factors which connect the subject matter of the dispute to the geographical area whose laws will determine the issue (the dispositive rule).

Aust Courts will reject the laws of another state if: 

· contrary to pub policy, 

· penal, 

· a revenue nature (tax), or 

· otherwise represent the interests of a foreign government i.e. laws in respect of national security or prohibitive of anti-competitive conduct.

CONTRACT [2.200]
The substantive obligations of parties to a K are governed by the proper law of that K. The parties can select a legal system which will govern the contract. But for it to be effective, it must be selected at the time the K is entered into, and cannot be determined afterwards. However, the parties can vary it by mutual agreement later (Dubai Electricity).

A choice of law clause in a K is an effective way for parties contracting over the internet to have some certainty as to the laws which will govern their K, and thereby minimise their legal risk. The court will uphold it unless:

· Performance of the K would be unlawful under the law of the country where the K is to be performed (Ralli Bros v Compania);

· The choice of law is not bona fide and legal (Vita Foods v Unus Shipping); or

· The mandatory laws fo the forum expressly invalidate the choice of law clause, and override the law governing Ks in general 

· for example, s 68 TPA which prevents parties contracting out of Part 5 (consumer protection) of that Act.

· To be valid, internet suppliers should ensure clauses are:

· Clear and conspicuous statements on the website, available prior to the customer entering into the online contract

· Ensure that the chosen law has reasonable, basic consumer protection

· If there is no valid governing clause a court will:

1. Look for a common intention; and failing that

2. Will apply the law with which the contract had the closest and most real connection at the time of formation

TORT [2.205]
Lexi Locus Delicti: the place where the tort was committed (John Pfeiffer)

In an online environment, it may sometimes be difficult to decide what is the place of the wrong. However, following Gutnick (page 30), it is clear that the place of the wrong in defamation proceedings in respect of online content is the place where damage to reputation is suffered as a result of the publication of the defamatory material. Publication for these purposes takes place when the defamatory material is downloaded form the internet.

BREACH OF STATUTE [2.235]

Page 70 textbook.

TRADE MARKS [2.245]

The owner of a registered trade mark has statutory, territorial and exclusive proprietary rights to use and to authorise others to use that trade mark in relation to the classes of goods and services in respect of which that trade mark is registered (Trade Marks Act 1995 (Cth) s 20).

Infringement occurs under s 120 TM Act, where a person uses a trade mark that is substantially identical with or deceptively similar to the trade mark registered.

If trade mark infringement occurs outside Australia but Australian plaintiff, Australian court is unlikely to entertain it (Norbert Steinhardt v Meth Patents). For example, if foreign company uses the trade mark of an Australian company registered in Australia on their website, the infringement takes place outside Australia at the time when the trade mark is placed on the website (Reuters Vo v Muhlens).

It is not sufficient to establish trade mark infringement to merely show that a foreign website bearing an Australian trade mark is accessible in Australia, as:

· persons in a number of different countries may each have co-existing, legitimate rights to the same trade mark; and

· the potentially infringing act of placing the trade mark on the website occurs outside Australia, as there is no additional use of the trade mark when the website is accessed by internet users in Australia.

A case where these principles were applied is:

Ward Group Pty Ltd v Brodie & Stone plc. (2005) 215 ALR 716. 

In that case, the Ward Group manufactured and distributed hair products under its Australian registered trade mark, RESTORIA. The Ward Group had assigned its registered United Kingdom RESTORIA trade mark to a third party, who subsequently assigned that trade mark to Brodie & Stone. Brodie & Stone sold hair products under the RESTORIA trade mark to United Kingdom wholesalers and retailers. One or more of Brodie & Stone’s wholesale customers offered Brodie & Stone’s RESTORIA products for sale on the internet.

The solicitors for the Ward Group carried out some “trap” purchases, whereby they purchased Brodie & Stone’s RESTORIA products from the websites of its United Kingdom wholesalers. On the basis of these trap purchases; the Ward Group brought proceedings against Brodie & Stone in Australia for trade mark infringement and passing off in respect of the RESTORIA trade mark.

In respect of the Ward Group’s action for trade mark infringement, the court held that the use of a trade mark on the internet, uploaded on a website outside Australia, is not, without more, a use of that mark by the proprietor of that website in each jurisdiction where the mark is downloaded. However, if there is evidence that the use of that trade mark was specifically intended to be made in, or directed or targeted at, a particular jurisdiction, then there is likely to be use of the trade mark in that jurisdiction when the mark is downloaded. The court found that, but for the trap purchases of Brodie & Stone’s RESTORIA products by the Ward Group’s solicitors, there would not have been any use of the RESTORIA trade mark in Australia by the relevant website proprietors.

COPYRIGHT [2.250]

Copyright protection is traditionally regarded as territorial in nature, and Australian courts do not have jurisdiction to determine disputes involving unauthorised use of Australian copyright works outside Australia, or to enforce foreign copyrights in Australia (Tyburn Productions v Conan Doyle).

Australian copyright holders who wish to enforce their rights outside Australia may rely on national copyright protection in the foreign country if it is a party to international multilateral conventions, such as the Berne Convention for the Protection of Literary and Artistic Works and the Universal Copyright Convention. 

The territorial nature of copyright is evident in s 36 of the Copyright Act 1968 (Cth), which provides that copyright in a work is infringed by a person who, without the authorisation of the copyright owner, does or authorises the doing in Australia of acts comprised in the copyright. For example, making a copyright work available online communicates that work to the public, 360 which is an exclusive right of the copyright owner: s 31(1). However, the act of making a copyright work available online arguably occurs in the country where that work is uploaded onto a server. 

If the act of uploading the work occurs outside Australia, then arguably, the act of communication to the public takes place outside Australia and the person who uploaded that work will not have infringed the Australian copyright in that work, even if the work can be downloaded in Australia. This is because it is the act of uploading outside Australia, not the act of viewing or downloading within Australia, which makes the copyright material available online, and its accessibility by third parties is incidental.  A person who merely views a copyright work online does not infringe copyright in that work.

PATENTS [2.255]

As with registered trade marks, the owner of a patent has a statutory, territorial proprietary right. It is a ‘negative right’ in that it is a right to prevent others from exploiting the invention covered by the patent, unless they have authorisation to do so (Patents Act s 13).

The Federal Court of Australia has subject-matter jurisdiction in respect of Australian patents (Patents Act s 154, 155). However, because of the territorial nature of patents, those courts do not have jurisdiction in respect of foreign patents (Potter v The Broken Hill Proprietary Company).

TRADE PRACTICES BREACHES [2.260]

The TPA can operate extraterritorially (TPA s 5(1)) but if it requires the activity to have taken place in “trade and commerce,” a totally external act involving a transaction with no connection to Australia will be beyond the scope of such a provision (Corones and Clarke).

For examples of internet cases concerning the TPA, see [2.265] Textbook.

The operation of the Trade Practices Act 1974 (Cth) is extended extraterritorially by s 6(3) of that Act, which operates to apply certain provisions to, among other things, persons using telephonic services, which could include providing services through a website. This is highlighted by the decisions in Australian Competition and Consumer Commission v Hughes and Australian Competition and Consumer Commission v Chen.

An internet case which demonstrates the extraterritorial operation of the Trade Practices Act is

Australian Competition and Consumer Commission v Hughes [2005] FCA 1308. 

In that case, Allsop J of the Federal Court of Australia granted injunctive and other relief against the respondent for breaches of ss 52 and 53 of the Trade Practices Act 1974 (Cth) in respect of misleading advertising of oral contraceptives on the internet. The offending website was hosted in the United States, and was used to sell prescription-only pharmaceuticals to consumers in both Australia and the United States. 

For the purpose of placing orders, the website contained a drop-down menu on which Australia was listed. Allsop J explained that relief was available under the Trade Practices Act by virtue of ss 5 and 6 as consumers had used “telephonic services to access the information and rely on it”.

Accordingly, an injunction was granted by the Federal Court restraining the respondent from offering for sale, selling or supplying those pharmaceuticals to persons in Australia or the United States.

In Australian Competition and Consumer Commission v Chen  [2002] FCA 1248 the Federal Court of Australia granted declaratory and injunctive relief against Chen, who was based in the United States and who had allegedly engaged in misleading and deceptive conduct and made false representations in breach of ss 52, 53 and 55A of the Trade Practices Act by misrepresenting that three websites operating from outside of Australia were booking sites for various entertainment venues, including the Sydney Opera House. 

While all three websites were hosted and operated outside Australia, Sackville J held that, because Chen had engaged in conduct over the internet, using telephonic services (s 6(3)), or alternatively which had taken place in trade or commerce between Australia and the United States (s 6(2)), jurisdiction was established.392 In issuing injunctive relief, Sackville J considered the implications of the enforcement of such an injunction in the United States and stressed the need for international co-operation in meeting the needs of consumers in the internet world.

2.2.5
Choice of Forum  [2.305]

Even if a court determines that:

· it has personal and subject matter jurisdiction in proceedings; and

· the laws of that forum will apply to those proceedings,

it may still decline to exercise jurisdiction, or the defendant may obtain a stay of the proceedings, on the basis that it is not appropriate for the court to exercise jurisdiction.  This principle is known as the doctrine of forum non conveniens.

Policy: Forum Shopping

Is the forum clearly inappropriate? 
Voth v Manildra Flour Mills applying factors used in applying rejected more appropriate forum test in the Spiliada (HoL):

(a) Any significant connection between the forum selected and the subject matter of the action and/or the parties, such as: the domiciles of the parties, their places of business and the place where the relevant transaction occurred or the subject matter of the suit is situated.

(b) Any legitimate and substantial juridical advantage to the plaintiff, such as: greater recovery, more favourable limitation period, better ancillary procedures, or assets within the jurisdiction against which any judgment can be enforced.

(c) The availability of an alternative forum and whether it will give the plaintiff adequate relief.

(d) Whether the law of the forum will supply the substantive law to be applied in the resolution of the subject case.

2.2.6
Enforcement Jurisdiction  [2.335]

Enforcement jurisdiction is the jurisdiction of a court to enforce the judgement of another court.

Australian courts have jurisdiction to enforce certain judgments of other courts at common law and through registration under statute.  At common law, an Australian court may enforce the judgment of the court of another country if:

· the court which made the judgment had personal jurisdiction over the defendant (i.e. the court was competent to hear the matter); Singh v Rajah of Faridkote
· the judgment is on the merits of the case rather than on the basis of a procedural requirement (e.g. expiry of a limitation period); Charm Maritime v Kyriakou
· the judgment is final and conclusive;  Nouvion v Freeman and 

· the judgment is for a liquidated (fixed or readily calculable) sum of money. Sadler v Robins 
It is a DEFENCE to the enforcement if

· obtained by fraud where the evidence of fraud was not available at the original judgement: Keele v Findley 
· Enforcement would contravene public policy: Jet holdings v Patel 
· Obtained contrary to principles of natural justice: Ibid
· Enforcement would enforce foreign penal or public law: USA v Inkley 
· Under section 7 of the Foreign Judgments Act 1991 (Cth), certain judgments of foreign courts may be enforced on a reciprocal basis by registration using the procedure in that Act.

· Where the Foreign Judgments Act 1991 applies, it is not necessary to satisfy the common law requirements for the enforcement of a foreign judgment, and the judgment may only be enforced by registration.

· The Foreign Judgments Act only applies to final and interlocutory judgments in civil proceedings, monetary compensation orders in criminal proceedings and awards made in foreign arbitration proceedings where the award is enforceable in the courts of that foreign country. Countries who are parties to these reciprocal arrangements include the United Kingdom, New Zealand and Japan.

2.2.7
Moçambique rule [2.240]

Intellectual property is traditionally regarded as territorial in nature, as intellectual property rights are created by national statutes, and therefore exist at the sufferance of the domestic sovereign (Austin, n 331 at [21]).

The courts have likened IP rights to land and classified them as immovable property rights (Potter v The Broken Hill Proprietary Company). This analogy between IP rights and land has led some courts to decline to exercise jurisdiction in proceedings involving foreign IP by applying a jurisdictional rule that applies to land.

This rule, known as the Moçambique rule states:

Courts do not have jurisdiction to hear cases regarding title to or possession of foreign land!

2.2.8
United States approach to Jurisdictional Issues [2.85]

· Sliding Scale Test from Zippo Manufacturing 952 F. Supp 1119 (W.D. Pa 1997): Very Interactive - Passive Websites

· Calder : - Effects plus Targeting – Young v New Haven Advocate; Griffis v Luban; MGM v Grokster 2003 U.S. Dist. Lexis 865 (C.D.CA, 2003) cf. Pavlovich 127 Cal. Rptr 2d 329 (Cal. 2002)

Does the Court have Personal Jurisdiction over the Defendant? 

According to the US constitution, a US court does not have personal jurisdiction unless the constitutional right to due process is followed. Accordingly, a person must have connections with the proposed forum that evidence a purposeful availment of the benefits and privileges of that state. 

In determining a “purposeful availment” courts have looked to:

1. Sliding scale: Zippo 

In Zippo Manufacturing v Zippo.com, the court held that a finding of jurisdiction was contingent upon the nature of the website and sought to employ a sliding scale test.   

	
THE SLIDING SCALE 

	A fully interactive website would found jurisdiction. In principle, to found jurisdiction under the sliding scale test, the website has to reach out and touch the territory in question.
	a passive website used for mere advertising (without more) would not.


Zippo Manufacturing v Zippo.com (US case)
FACTS

Zippo.com operated a website from California, which contained a commercial internet news service. ZM alleged that the use of the work Zippo as a domain name on the website constituted acts of trademark dilution, infringement and false designation under US law.

Zippo.com argued that, notwithstanding the fact that it had 3000 subscribers to its service, it was beyond the permissible reach of Pennsylvania’s long-arms statute and therefore the court did not have personal jurisdiction to hear the case. Zippo.com argued that they had no contact with Pennslyvania other than through the website.

HELD

If a person uses the web to conduct business, they will be subject to jurisdiction on the basis of the long arm statute, but if they merely operate a passive website, then they will generally not be considered to be subject to the court’s jurisdiction. Whether or not an activity is within the jurisdiction depends on the nature and quality of the commercial activity that entity conducts over the internet.

The court developed a “sliding scale” test. At one of the spectrum are situations where a defendant clearly does business over the internet. If the defendant enters into Ks with residents of a foreign jurisdiction, personal jurisdiction is proper. At the opposite end of the scale are situations where a defendant has merely posted information on a website which is accessible to users in a foreign jurisdiction. This will not be enough to attract personal jurisdiction.

Here, Zippo.com was more than just a passive website, it had actively engaged in commercial activity with residents of Pennsylvania. 

2. Calder: Effects plus Targeting

This test provides that where an act is 

· done intentionally, 

· has an effect within the forum state; and 

· is directed or targeted at the forum state

      then jurisdiction will be satisfied. 

Calder v Jones (US Case)

FACTS

A well-known actress, Jones, claimed to have been defamed in a magazine article. She commenced proceedings in California against two people from Florida, who had written and published the article claiming she was an alcoholic.

HELD

Specific jurisdiction had been established on the basis that California was the focal point of the story and of the harm suffered, and the actions were expressly aimed at California, knowing that the brunt of the injury would be felt there. 

Affirmed in:

MGM Metro Goldwyn Mayer Studios, Inc v Grokster (US case)
A Californian court assumed jurisdiction in a case relating to copyright infringement. One of the defendants in that case distributed, through a website, a software product known as Kazaa Media Desktop which was used to share digital entertainment such as music and film. The Court held that jurisdiction was established on the basis that the software had an impact or effect in California as it was the movie capital of the world and that the software had been targeted at California.

2.3
Suggested Exam Answer Flow on Jurisdiction etc

1. “A court must have jurisdiction before it can adjudicate a dispute. There are several factors to consider in relation to the jurisdiction of the court. Generally, a court is only able to exercise jurisdiction over the land and those activities which occur within or touch upon that land, and the people that the sovereign governs. Flowing from this are the concepts of in personam jurisdiction and subject matter jurisdiction.”

a. “In personam jurisdiction is concerned primarily with the plaintiff being able to serve a writ on the defendant. The D must be amenable or answerable to the command of the writ which primarily depends on nothing but their presence within the jurisdiction (Laurie v Carrol).”

i. Ordinary residence nor domicile is not required, and the length of time the defendant remains within the jurisdiction is immaterial (Laurie v Carrol).

1. Exception to this is when the D has been induced to come into the jurisdiction by fraud (Laurie v Carrol).

ii. Can serve a D outside the jurisdiction at the time by acting in accordance with rule 124 of the Civil Procedure Rules.

1. Leave of court only required if High or Federal Court

iii. Some D’s may have immunity:

1. Friendly foreign armed forces (Chow Hung Ching v The King)

2. Foreign diplomats and consular officials (Diplomatic Privileges and Immunities Act 1967 (Cth))

iv. At CL, a court will also assume jurisdiction over a D who voluntarily submits to the court’s jurisdiction.

b. “However, the fact that the P is able to serve the D within these circumstances or rules does not mean that the jurisdiction selected by the P is appropriate (Voth v Manildra Flour).”

i. In QLD, the only basis for setting aside the service of the writ is that fact that it was not authorised under the Civil Procedure Rules (Civil Procedure Rules, rule 128).

ii. The D that believes another forum is more appropriate will need to make an application to the court to either stay or dismiss the action.

iii. An Australian court will stay an action where the applicant can prove that the domestic forum is a clearly inappropriate forum for the action such that the continuation of the action in the form will be vexatious or oppressive (Voth v Manildra Flour).

c. “Subject matter jurisdiction is concerned with whether the court can hear the particular type of claim.”

i. For example, Family Court can only hear familial matters.

ii. In Australia, there is now cross-vesting of jurisdiction wherein each superior court in Australia is cross-vested with subject matter jurisdiction of each other superior court. (Service and Execution of Process Act 1991 (Cth)).

2. “Once it has been determined that the court has and will exercise jurisdiction over the matter, if the matter has a foreign element, the court will then need to decide what law it will apply to dispose of the dispute between the parties.”

a. The reasons a court will do this include:

i. It is in the interests of justice

ii. Uniformity of result

iii. The policy considerations of the forum (Cavers, Currie)

iv. Respect for other nations laws (Story’s Comity Theory)

v. Predictability of results (Leflar)

vi. Meeting the parties’ expectations

vii. Cooperation between states.

b. “The court will only consider applying the law of a foreign jurisdiction when the application of the different laws will lead to a different result in substance.”

c. If Australian Court:

i. “According to Nygh and Davies, there is a four step process an Australian court will undertake in approaching a conflict of laws problem. Australian courts use the jurisdiction-selecting approach.”

ii. “Firstly, the court will characterise the matter, including its facts and issues.”

1. State the area of law. (marriage, tort, contract etc)

2. State the cause of action. (validity of marriage etc)

iii. “Next, the court will ascertain the choice of law rule. These are indicative rules because they indicate which dispositive rule has to be applied to resolve the matter; they do not resolve the dispute themselves.”

1. Formal validity of a foreign marriage is determined by the law of the palce of the celebration of the marriage – lex loci celebrationis (Apt v Apt)

2. Capacity to marry is determined by the law of the domicile of the parties (CL rule) – lex domicilii

3. Succession to movable property (eg chattels) is determined by the testators domicile at date of death (CL rule)

4. Succession to immovable property (eg land) is determined by the law of the situs of the property

5. Liability for a tort is determined by applying the law of the place of the tort (John Pfeiffer v Rogerson)

6. A contract is governed by the system of law chosen by the parties. If they don’t choose one, the contract is governed by the system of law with which the transaction has the closest and most real connection (includes where parties live, where contract formed, where performed, where breach occurred).

iv. “Next, it will locate the connecting factor. The connecting factor is the key that connects or points to the system of law that should be applied to solve the legal problem.”

1. For example, a marriage celebrated in Egypt: the connecting factor is that a valid marriage ceremony was held in Egypt. 

v. “Lastly, the court will then apply the relevant law.”

1. State the law of the relevant jurisdiction and the result from applying that law.

d. If American court or law-selecting approach:

i. “Instead of choosing between jurisdictions, the court will look at the content of the competing laws to choose the most appropriate to apply. This will involve an analysis of the characteristics of the underlying laws.”

ii. “According to Cavers, the ultimate duty of the court is to reach a just result, so they would need to look at the result of the application of each law, and examine the policy of the local forum.”

1. Apply to facts and state what would happen.

iii. “Cheatham and Reese's approach involved applying the law of the forum with the dominant interest in the matter. For example, Babcock v Jackson”

1. Eg – if the P is going to be unfairly disadvantaged under the foreign law because of the policy considerations of that forum, then it does not have a dominant interest in the matter.

2. Apply to facts and state what would happen.

iv. “Currie states that the court should identify the governmental interest of the local forum. Then do the same for the foreign forum. If both states have an interest, apply the local law.”

1. Which state has the dominant interest in having the dispute resolved?

2. Apply to facts and state what would happen.

v. “Lastly, there is a teleological approach suggested by Leflar and Juenger. This is a qualitative analysis which includes the following considerations:

1. predictability of results

2. maintenance of interstate and international order

3. simplification of judicial task

4. advancement of the forum's govtal interests

5. application of the better rule of law.”

6. Apply to facts and state what would happen.

3. Come to overall result and sum up.

4. Advantages of jurisdiction-selecting approach

a. predictability

b. certainty

5. Disadvantages of jurisdiction-selecting approach

a. Very mechanical

b. Can lead to bizarre results

6. Advantages of law-selecting approach

a. focus on the merits of the case

b. seeks a just outcome

c. flexible – not a mechanical process

d. deeper analysis

7. Disadvantages of law-selecting approach

a. too much emphasis on the law of the forum

b. difficult to evaluate the interest of a foreign state

c. expensive and time-consuming

d. too academic

e. lacks certainty

f. less simplistic than jurisdiction-selecting

2.4
Practical Tips from Textbook [2.530]

Australia
1. Gutnick is authority for the fact that mere accessibility of a website in Australia will found jurisdiction in an Australian court. However, this will only be useful if you can enforce the judgement against the defendant in Australia or overseas. Choice of law and forum non conveniens questions may also arise, as well as issues about extraterritoriality and application of Australian statutes.

2. Contrary to the US cases, the HCA has said that “targeting” need not be evident (Gutnick). Nevertheless, a prudent businessperson would have their business structures so as to meet the Zippo sliding scale test AND the Calder v Jones effects and targeting test, in the event that Australian courts more explicitly endorse such approaches. Should consider jurisdictional disclaimers about the reach of the website (that is, which countries it is intended for) and limitations such as those based on nationality, language, currency or post/zip code.

3. The fact that a website is operated outside of Australia does not automatically remove it from the applicability of the Trade Practices Act (Hughes and Chen), because those websites are accessed through telephonic services.

4. Use of ‘choice of law’ and ‘choice of forum’ clauses should be employed to better structure business and risk management

United States
1. For an Australian website to avoid being haled into a US court, it should make sure that it does not actively target the US nor directly refer to the US or one of its states, cities, geographical or cultural attributes or offer subscriptions to persons resident in the US. This is because of the increasing traction of the “effects and targeting” test from Calder v Jones.

2. The sliding scale test from Zippo is still relevant, so the less interactive the website, the better.

3. Use jurisdictional disclaimers to reduce the appearance of targeting.

4. May ground jurisdiction in California if distributing products that have an impact on digital entertainment industry via the internet (Grokster).

2.5
Other Random Cases

Matthew Pavlovich v DVD Copy Control Association (US CASE)

Supreme Court of Santa Clara County, 25 November 2002

In this case, a California court exercised personal jurisdiction over a defendant based on a posting on an Internet Web site. Under the particular facts of this case, we conclude the court's exercise of jurisdiction was improper. 

Petitioner Matthew Pavlovich is currently a resident of Texas and the president of Media Driver, LLC, a technology consulting company in Texas. During the four years before he moved to Texas, he studied computer engineering at Purdue University in Indiana, where he worked as a systems and network administrator. Pavlovich does not reside or work in California. He has never had a place of business, telephone listing, or bank account in California and has never owned property in California. Neither Pavlovich nor his company has solicited any business in California or has any business contacts in California. 

At Purdue, Pavlovich was the founder and project leader of the LiVid video project (LiVid), which operated a Web site located at "livid.on.openprojects.net." The site consisted of a single page with text and links to other Web sites. The site only provided information; it did not solicit or transact any business and permitted no interactive exchange of information between its operators and visitors. 

In its complaint, DVD CCA alleged that Pavlovich misappropriated its trade secrets by posting the DeCSS program on the LiVid Web site because the "DeCSS program . . . embodies, uses, and/or is a substantial derivation of confidential proprietary information which DVD CCA licenses . . . ." The complaint sought injunctive relief but did not seek monetary damages. In response, Pavlovich filed a motion to quash service of process, contending that California lacked jurisdiction over his person. DVD CCA opposed, contending that jurisdiction was proper because Pavlovich "misappropriated DVD CCA's trade secrets knowing that such actions would adversely impact an array of substantial California business enterprises--including the motion picture industry, the consumer electronics industry, and the computer industry." In a brief order, the trial court denied Pavlovich's motion, citing Calder v. Jones (1984) 465 U.S. 783 [79 L. Ed. 2d 804, 104 S. Ct. 1482] (Calder), and Panavision Intern., L.P. v. Toeppen (9th Cir. 1998) 141 F.3d 1316 (Panavision). 

We granted review to determine whether the trial court properly exercised jurisdiction over Pavlovich's person based solely on the posting of the DeCSS source code on the LiVid Web site. We conclude it did not.
Metcalf v Lawson

Supreme Court of New Hampshire, 25 June 2002: 

The defendant, Shirley Lawson, appeals an order of the Milford District Court (Ryan, J.) denying her motion to dismiss for lack of personal jurisdiction. HELD: We reverse.

This case arises out of a breach of contract action involving an Internet transaction. The defendant, a New Jersey resident, advertised a "John Deere 30 mini excavator" on an Internet auction site known as "eBay." The defendant has never been physically present in New Hampshire.

Prior to bidding on the excavator, the plaintiff, Robert Metcalf, a New Hampshire resident, contacted the defendant through electronic mail (e-mail) to inquire about the product’s quality. After receiving an e-mail message from the defendant assuring him that the product was in good condition, he bid on the excavator and won the auction.

Following the auction, the parties exchanged further e-mail messages and at some point the plaintiff informed the defendant that he was a New Hampshire resident. The plaintiff then traveled to New Jersey and purchased the excavator. After the transaction was concluded, the plaintiff experienced problems with the excavator and tried to contact the defendant, hoping to receive a partial refund. The defendant did not respond.

The plaintiff filed a small claims complaint. The defendant moved for dismissal, arguing that she was not subject to personal jurisdiction in New Hampshire. The court denied the motion, stating, in part:

By advertising her John Deere excavator on "E-bay" for sale, the defendant knew or should hav[e] know[n] that the offer would be extended to possible buyers in all 50 states. The Court finds that by doing business on the Internet, the defendant has the requisite minimum contact with the State of New Hampshire.

This appeal followed. HELD: Court below wrong – no personal jurisdiction.
ALS Scan Incorporated v Digital Service Consultants Incorporated

US Court of Appeals for the Fourth Circuit, 14 June 2002: 

The question presented in this appeal is whether a Georgia-based Internet Service Provider subjected itself to personal jurisdiction in Maryland by enabling a website owner to publish photographs on the Internet, in violation of a Maryland corporation's copyrights. Adapting the traditional due process principles used to determine a State's authority to exercise personal jurisdiction over out-of-state persons to the Internet context, we hold that in the circumstances of this case, a Maryland court cannot constitutionally exercise jurisdiction over the Georgia Internet Service Provider. Accordingly, we affirm the district court's order dismissing the complaint against the Internet Service Provider for lack of personal jurisdiction.

3.0
BUSINESS REGULATION IN CYBERSPACE

3.1
Background Issues

· It is borderless and global in nature, while regulators are constrained by the geographical confines of their authority;

· The affordability and accessibility of system access, makes it a ready tool for abusers at every end of the social spectrum;

· i.e. 13 year olds setting up shops on the internet, 13 year olds buying things on the internet, easy to commit fraud etc

· The anonymous or "faceless" nature of the technology;

· Perhaps not as anonymous as it was 5 years ago however. Police are much better at finding people on the internet these days, but there are still sophisticated ways to hide on the internet.

· The use of cryptography as a further mask to ready identification;

· The immediacy with which transactions can be conducted; and

· The lack of collateral information (eg fingerprints or eye witness ID).

· Links back to anonymity. How do you conduct business on the internet without a signature etc?

3.2
Role of Government

· The uptake of the internet/eBusiness raises a number of issues for businesses and consumers that engender a response from governments:

· The formation of contracts (such as when offer and acceptance takes place).

· The security and privacy of internet/eBusiness transactions.

· Ie if multiple companies collect info about what you buy on the internet, they can build a profile if you etc.

· How existing laws will impact on the internet/eBusiness;

· The impact of the internet/eBusiness on taxation (concern about need for governments to protect their tax bases so that can fund current and future expenditure).

· Ie US states with all different sales tax regimes

· Consumer protection.

· Tariffs and trade barriers.

· Internet/eBusiness record retention and management.

· How long do you have to keep records when you do business online?

· How did you make sure the person was 18?

· Traditionally, governments have concerned themselves with the development of infrastructures and the delivery of traditional goods and services to their people, such as the building of roads, rail and airports. 

· But because the internet/eBusiness is developing faster than government policy, the private sector has an important role in developing market or technical solutions to the internet/eBusiness issues.

· Technological development has been the catalyst for the internet/eBusiness outpacing government policy responses.

3.3
Regulatory Model

· Governments may use various regulatory models in deciding how to regulate the internet/eBusiness. 

· Australian governments' regulatory reform policy is based on the assumption that governments should not regulate business activity unless one of the following conditions are satisfied:

· a problem exists; or

· government action is justified; or

· regulation is the best alternative open to the government.

· Australian governments generally support a minimalist approach to regulation to reduce the overall regulatory burden on business. 

· They also prefer performance-based regulation (rather than prescriptive regulation) wherever possible. 

· Say what the outcome should be, not saying “this is what you should do to get there”

· Australian governments have taken a technology neutral approach to regulation. Regulation should not favours nor discriminate against any particular technology, which avoids creating barriers to the internet/eBusiness.

· Ie not legislating a particular technology

· The Australian Government 's Ecommerce Expert Group (ECEG) – the body appointed by the Commonwealth Attorney-General to report on the form and scope of the appropriate arrangements for regulation of eBusiness transactions in Australia – stated in a recent report that:

· “given the pace of technological development 
and change in this area, it is more appropriate 
for the market to determine issues other than 
legal effect, such as the levels of security and reliability required for electronic signatures.”

3.4
Australian Government Information Management Office (AGIMO)

· It provides strategic advice, activities and representation relating to the application of ICT to government administration, information and services. 

· AGIMO acts as a catalyst for change in government to improve the delivery of public services and achieve long-term efficiencies by using the enabling capabilities of information and communication technology (ICT). 

· It works across Australian jurisdictions to maintain and develop Australia 's position as a world leader in the use of ICT for the operation of government.

· AGIMO's functions and responsibilities include:

· supporting the work of the Information Management Strategy Committee (IMSC) and the Chief Information Officers Committee (CIOC) 

· working with government agencies to develop standards to integrate services across agencies 

· promoting improved government services through technical interoperability and the integration of business processes across Australian Government services and with state/territory and local authorities 

· introducing new approaches for the discoverability and distribution of government information, publications, services and programs 

· developing and enhancing government e-procurement processes including managing the AusTender system, which enables online access to Australian Government business opportunities, tender documents and electronic tender submission 

· promoting whole-of-government telecommunications and volume software sourcing arrangements 

· identifying and promoting the development of ICT infrastructure necessary to implement emerging Australian whole-of-government strategies 

· managing the roll-out of the FedLink system, which enables secure online communications between government agencies 

· developing an e-Government Authentication Framework to assist people in verifying electronic communications 

· managing Gatekeeper, the Government's accreditation system for certifying digital signatures 

· managing online and printed directories, whole of government websites and guidance for the online use of the Australian Government brand

AGIMO fosters the efficient and effective use of information and communications technology (ICT) by Australian government departments and agencies. It provides advice, tools, information and services to help Australian government departments and agencies use ICT to improve administration and service delivery – often referred to as e-government. AGIMO also works with governments and other bodies at the local, state, national and international levels to develop and maintain Australia's position as a world leader in e-government.

•
AGIMO is led by a General Manager

•
The General Manager is supported by two Division Managers

3.5
Actions under the Trade Practices Act 1974 (Cth)

· In 1974 the then Attorney-General, Senator Lionel Murphy, introduced the Trade Practices Bill 1974 (Cth).

· Traditionally, the law governing transactions was founded on the principle of caveat emptor — let the buyer beware. However, a growing recognition of the unequal bargaining power between sophisticated and well-resourced businesses and the individual consumer led to the introduction of legislative consumer protection. 

· As Attorney-General Murphy indicated when presenting the Trade Practices Bill to the Senate for its second reading, it was no longer appropriate to leave the consumer to protect him- or herself in the marketplace:

· "That principle [caveat emptor] may have been appropriate for transactions conducted in village markets. It has ceased to be appropriate as a general rule. ... The untrained consumer is no match for the businessman ... The consumer needs protection by the law and this Bill will provide such protection." (Commonwealth, Parliamentary Debates, Senate, 30 July 1974, 540–1 (Lionel Murphy, Attorney-General)). 

· Layout of Act


· Part I - Preliminary

· Part II - The Australian Competition and Consumer Commission (ACCC)

· Part III - The Australian Competition Tribunal 

· Part IV - Restrictive Trade Practices

· Part V - Consumer Protection

· Division 1
 - Unfair Practices

· Division 1A - Product Safety and Product Information

· Division 2
 - Actions Against Retailers - Conditions and Warranties in Consumer Transactions

· Division 2A - Actions against Manufacturers and Importers of Goods

· Part VI - Enforcement and Remedies

· Part VII - XII – Restrictive Trade Practices, competition, GST, Telecommunications 

· The provisions of Part V (and most of the rest of the TPA) are expressly limited to corporations. ‘Corporation’ is defined to mean a body corporate that is: 

· a foreign corporation (s 4(1))

· a trading corporation (s 4(1)) formed within the limits of Australia or a financial corporation (s 4(1)) so formed; 

· incorporated in a Territory (s 4(1)) or 

· the holding company (s s 4A(4)) of any of the foregoing (s 4(1))

· A State is not a corporation for the purposes of the TPA (see Bass v Permanent Trustee Co Ltd (1999) 198 CLR 334)

3.5.1
Misleading or Deceptive Conduct (s 52 TPA) – Exam Flow

1. “X may be able to bring an action against Y under s 52 of the TPA for engaging in conduct that is misleading or deceptive. Part 5 of the TPA is enacted to better protect consumers against unfair practices of sellers and manufacturers.”

2. “Section 52 TPA states that a corporation shall not, in trade or commerce, engage in conduct that is misleading or deceptive.”

3. The seller / manufacturer must be a corporation

a. ‘Corporation’ is defined to mean a body corporate that is: 

i. a foreign corporation (s 4(1))

ii. a trading or financial corporation (s 4(1)) formed within the limits of Australia; or 

iii. incorporated in a Territory (s 4(1)) or 

iv. the holding company (s s 4A(4)) of any of the foregoing (s 4(1))

v. NOTE: A State is not a corporation for the purposes of the TPA (see Bass v Permanent Trustee Co Ltd)

4. The corporation must be in trade or commerce
a. Buying and selling is at the very heart of trade and commerce (St George County Council per Stephen J)

b. The court has adopted a relatively open view of the concept of trade and commerce, but insisted on a sharp distinction between interstate and international trade and intrastate trade.

c. NOTE: must be interstate trade and commerce – if the goods/services are confined wholly within one State, the TPA cannot reach them.

i. The Commonwealth power can reach into intrastate trade or commerce when there is a real connection with interstate or international trade and commerce; where the two are so intermingled (R v Burgess; Ex parte Henry).

ii. Good argument if on the internet, likely to be engaging in interstate trade or commerce

5. Corporation must engage in some conduct
a. Conduct includes active and passive behaviour

b. If there is a duty to reveal certain facts, silence may be misleading. The duty to disclose depends on the facts of each case. – Poulenc Agrochimie SA v UIM Chemical Services Pty Ltd
c. In some cases, the facts may give rise to a reasonable expectation that if particular matters exist they will be disclosed - Demagogue Pty Ltd v Ramensky
d. Think widely… if they are doing something then that is likely to be considered conduct

6. The conduct engaged in must be misleading or deceptive
a. To mislead is to lead into error, and misleading conduct is conduct that has that tendency (Parkdale Custom Built Furniture Pty Ltd v Puxu Pty Ltd @ 198).

b. Since it is the tendency to mislead that results in conduct being misleading, proof of actual deception is not necessary. (Parkdale at 191) 

i. But nor is it sufficient, since the test of what amounts to misleading conduct is an objective one. 

ii. However, proof of actual deception, though not conclusive, may be of persuasive value, and it is admissible on that basis (Sterling v Trade Practices Commission)

c. As a general rule, conduct may be misleading regardless of any intention to mislead. (Hornsby Building Information Centre Pty Ltd v Sydney Building Information Centre Ltd at 228)

d. ‘Misleading’ has a wider meaning than ‘false’, and a representation may amount to misleading conduct even if it is literally true. (Hornsby at 227)

e. In the context of s 52 and corresponding provisions in the fair trading legislation, the words ‘misleading’ and ‘deceptive’ are probably synonymous. (Parkdale at 198)

f. The words ‘likely to mislead or deceive’ add nothing to the preceding text. 

g. Conduct which is confusing, in the sense that it produces uncertainty or wonderment in the minds of an audience, will not necessarily amount to a contravention. (McWilliam’s Wines Pty Ltd v McDonald’s System of Australia Pty Ltd)

h. NOTE: The focus of s 52 is on conduct rather than representations, but to engage in conduct that is misleading is necessarily to make a misrepresentation, at least by implication, even if there is nothing expressly said.

i. So if not going to work under s 52, try s 53 (page 54 below).

i. The person ‘deceived’ must be under an erroneous assumption
i. No conduct can be misleading or deceptive unless the person to whom the representation is directed labours under some erroneous assumption  (Taco Co of Australia Inc v Taco Bell Pty Ltd at 201)

ii. If the deception results from some pre-existing erroneous belief of consumers, there is no causal link. 

1. In McWilliams the Full Federal Court held that McWilliams had not contravened s 52 by using the expression “Big Mac” in connection with its wine. Any confusion that there was a business connection between the two companies was caused by an erroneous assumption on the part of consumers that nobody else could use the words “Big Mac”.

j. The context of ADVERTISING
i. Advertisements making false claims

ii. Advertisements using an existing name or design

iii. Free Offers/ Pricing and offers

1. Disclaimers and fine print in advertising

2. Comparative advertising

iv. Advertising may be subject to challenge under s 52 if it is misleading or deceptive or likely to mislead or deceive

v. However, the courts recognise that a degree of latitude is allowed – advertising by its nature is likely to present products and services in a favourable light.

vi. Stuart Alexander & Co (Interstate) Pty Ltd v Blenders Pty Ltd (1981) 53 FLR 307 at 311, Lockhart J:

1. “I think a robust approach is called for when determining whether television commercials of this kind are false, misleading or deceptive. The public is accustomed to the puffing of products in advertising … [T]he class of persons likely to see [an advertisement] … is wide, it is inappropriate to make distinctions that are too fine and precise.”

vii. There is a fine line between exaggeration and misleading conduct that can only be drawn by the court having regard to the facts of each case.

viii. Where comparative advertising is involved, the court is likely to look at the ad more critically because such advertising is more likely to be perceived by consumers as providing fair and precise comparisons.

ix. The court in Farquhar v Bottom set out principles that have been adopted by the Federal court to assist in determining if advertisements are in breach of s 52:

1. (1) The test to be applied is one of reasonableness. Strained, false or utterly unreasonable interpretations must be rejected. The court should proceed on the basis that the ordinary reasonable reader is a person of fair, average intelligence who is neither perverse, morbid or suspicious nor avid for scandal.

2. (2) Ordinary readers do not live in ivory towers. They can and do read between the lines in the light of general experience and knowledge.

3. (3) Ordinary readers are laymen not lawyers and their capacity for implication is much greater than lawyers.

4. (4) The court should also consider the degree of care with which the ordinary reader would have read the advertisement, the degree of analytical attention such a person would apply to it and the degree of accuracy he or she may expect.

5. (5) The mode or manner of publication is also relevant. A wide degree of latitude should be given to the capacity of the matter complained of to convey particular imputations where the words used are imprecise, ambiguous, loose, fanciful or unusual.

6. (6) It is not enough to say that, by some person or other, the matter complained of might be understood in the sense contended for by the applicant. What must be considered is the sense in which the ordinary reasonable reader would understand the advertisement.

x. Agents (Advertising agents) – are regarded as the ‘gatekeepers’ responsible to consider whether advertising material prepared by them complies with consumer protection laws and will be liable if they do not – see ACCC v Nissan Motor Co (Aust) Pty Ltd [1998] FCA 1048.

xi. Puffery

1. Remember however, there are some limits. The courts have recognised that the concept of puffery has a place in s 52 cases.

2. Determining what is an acceptable superlative and what is a misleading statement is not always a simple exercise.  It is often said that an acceptable exaggeration is one which is self evident as exaggeration or one which is clearly an expression of opinion.  Naturally, the level of knowledge and intelligence of the target audience will be an important factor in applying such tests

3. Another test of legitimate hyperbole is to ask whether the statement is capable of objective assessment.  If it is not then it is more likely to be held to be a mere 'puff'.

4. Claims by a builder that 'If you don't get Collier to build your home you won't be getting the best deal' was found to be an unactionable puff in the face of evidence of the practice in Western Australia of many builders making 'best deal' claims (the respondent provided evidence of 48 such claims between July 1988 and September 1990):  Collier Constructions v Foskett.  Gummow J said:

a. “. . . in such a setting, with potential purchasers continually being bombarded with eulogistic statements of this character, the statement . . . would be understood by any reasonable addressee as conveying no more precise meaning than that Collier regarded itself as offering the best deal”

5. Claims that an insurer has 'the best health care cover available' was a permissible claim since the question whether one of a number of competing health funds offers the best value health care available was found to depend on so many variable subjective and objective factors that it was not misleading: HCF Australia v Switzerland Australia Heath Fund
6. Clearly, the circumstances known to an advertiser will influence a finding of misleading or deceptive conduct.  A claim made which is contrary to the real position is more likely fall foul than a claim made which merely exaggerates the real position.  Making claims, which are incapable of being objectively tested, may escape prosecution while those, which can be assessed, may not.  Practice in the industry is highly relevant.

7. Limitations on Liability
a. Must be a “corporation” – dealt with above

b. TPA s 51AF provides that s 52 and the other consumer protection provisions in TPA Part V do not apply to the supply, or possible supply, of services that are financial services. These are instead covered by equivalent provisions in the Corporations Act and Australian Securities and Investments Commission Act. 

i. The effect is to allocate administrative responsibility for the financial services to ASIC and all other goods and services to ACCC (although ACCC is currently administering the ASICA fair trading provisions under a delegation from ASIC).

8. Conclusion – is Y going to be liable?

9. Remedies
a. Criminal prosecution by the ACCC

b. Civil actions by consumer under part 4

i. Obtain an injunction to prevent the company from breaching the TPA (s 80)

ii. Damages (s 82)

iii. request a wide range of orders - including the varying of any part of a contract, the cancelling of all or any part of a contract and the requirement that the infringing company take certain action to make amends to a consumer, often by supplying replacement parts or items (s. 87).

c. Fines

d. Other orders (apology etc)

52  Misleading or deceptive conduct 
 (1) A corporation shall not, in trade or commerce, engage in conduct 
that is misleading or deceptive or is likely to mislead or deceive. 
 (2) Nothing in the succeeding provisions of this Division shall be 
taken as limiting by implication the generality of subsection (1). 
Note: For rules relating to representations as to the country of origin of 
goods, see Division 1AA (sections 65AA to 65AN). 
3.5.2
False or Misleading Representations (s 53 TPA) – Exam Flow

1. “X may be able to bring an action against Y on the basis of a false or misleading representation under s 53 of the TPA. Part 5 of the TPA is enacted to better protect consumers against unfair practices of sellers and manufacturers.”

2. “Section 53 TPA states that: a corporation shall not, in trade or commerce, in connection with the supply (or possibly supply) of goods or services, or in the promotion of supply or use of goods or services, make a false or misleading representation”.

3. The seller / manufacturer must be a corporation

a. ‘Corporation’ is defined to mean a body corporate that is: 

i. a foreign corporation (s 4(1))

ii. a trading or financial corporation (s 4(1)) formed within the limits of Australia; or 

iii. incorporated in a Territory (s 4(1)) or 

iv. the holding company (s s 4A(4)) of any of the foregoing (s 4(1))

v. NOTE: A State is not a corporation for the purposes of the TPA (see Bass v Permanent Trustee Co Ltd)

4. The corporation must be in trade or commerce
a. Buying and selling is at the very heart of trade and commerce (St George County Council per Stephen J)

b. The court has adopted a relatively open view of the concept of trade and commerce, but insisted on a sharp distinction between interstate and international trade and intrastate trade.

c. NOTE: must be interstate trade and commerce – if the goods/services are confined wholly within one State, the TPA cannot reach them.

i. The Commonwealth power can reach into intrastate trade or commerce when there is a real connection with interstate or international trade and commerce; where the two are so intermingled (R v Burgess; Ex parte Henry).

ii. Good argument if on the internet, likely to be engaging in interstate trade or commerce

5. Check the statutory extract below for the list of naughty things that the corporation must not do – and state which one applies.
6. Most likely applicable paragraphs:
a. (a) falsely represent that goods are of a particular standard, quality, value, grade, composition, style or model or have had a particular history or particular previous use

b. (e) make a false or misleading representation with respect to the price of goods or services;

7. Apply to facts
8. Limitations on Liability
a. Must be a “corporation” – dealt with above

b. TPA s 51AF provides that s 52 and the other consumer protection provisions in TPA Part V do not apply to the supply, or possible supply, of services that are financial services. These are instead covered by equivalent provisions in the Corporations Act and Australian Securities and Investments Commission Act. 

i. The effect is to allocate administrative responsibility for the financial services to ASIC and all other goods and services to ACCC (although ACCC is currently administering the ASICA fair trading provisions under a delegation from ASIC).

9. Conclusion – is Y going to be liable?

10. Remedies
a. Criminal prosecution by the ACCC

b. Civil actions by consumer under part 4

i. Obtain an injunction to prevent the company from breaching the TPA (s 80)

ii. Damages (s 82)

iii. request a wide range of orders - including the varying of any part of a contract, the cancelling of all or any part of a contract and the requirement that the infringing company take certain action to make amends to a consumer, often by supplying replacement parts or items (s. 87).

c. Fines

d. Other orders (apology etc)

53  False or misleading representations  
  A corporation shall not, in trade or commerce, in connexion with the supply or possible supply of goods or services or in connexion with the promotion by any means of the supply or use of goods or services:

 (a) falsely represent that goods are of a particular standard, quality, value, grade, composition, style or model or have had a particular history or particular previous use; 
 (aa) falsely represent that services are of a particular standard, quality, value or grade; 
 (b) falsely represent that goods are new; 
 (bb) falsely represent that a particular person has agreed to acquire goods or services; 
 (c) represent that goods or services have sponsorship, approval, performance characteristics, accessories, uses or benefits they do not have; 
 (d) represent that the corporation has a sponsorship, approval or affiliation it does not have; 
 (e) make a false or misleading representation with respect to the price of goods or services; 
 (ea) make a false or misleading representation concerning the availability of facilities for the repair of   goods or of spare parts for goods;

(eb) make a false or misleading representation concerning the place of origin of goods; 
 (f) make a false or misleading representation concerning the need for any goods or services; or 
 (g) make a false or misleading representation concerning the existence, exclusion or effect of any condition, warranty, guarantee, right or remedy. 
Note: For rules relating to representations as to the country of origin of 
goods, see Division 1AA (sections 65AA to 65AN). 
3.5.2.1
Statements about future events

For certain scams, such as prize or merchandise offers, online auction scams, ‘free’ offers on the internet, betting scams and some office supply scams, section 51A of the Act might apply. This section relates to representations about the happening of any future event, where the corporation does not have reasonable grounds for making the representation. For instance, a betting scam that offers you guaranteed winnings might breach the Act as it is not possible to accurately predict the outcome of an event that is based on chance.

51A  Interpretation

(2) For the purposes of the application of subsection (1) in relation to a proceeding concerning a representation made by a corporation with respect to any future matter, the corporation shall, unless it adduces evidence to the contrary, be deemed not to have had reasonable grounds for making the representation.
3.5.2.2
Country of Origin Claims

Relevant because people are concerned about their food miles eg what is my carbon footprint etc?

53  False or misleading representations  
A corporation shall not, in trade or commerce, in connexion with the supply or possible supply of goods or services or in connexion with the promotion by any means of the supply or use of goods or services:

 (eb) make a false or misleading representation concerning the place of origin of goods; 
65AB  General test for country of origin representations 
If: 

 (a) a corporation makes a representation as to the country of origin of goods; and 
 (b) the goods have been substantially transformed in that country; and 
 (c) 50% or more of the cost of producing or manufacturing the goods (as the case may be) is attributable to production or manufacturing processes that occurred in that country; and 
 (d) the representation is not a representation to which section 65AC (product of/produce of representations) or section 65AD (prescribed logo representations) applies; 

the corporation does not contravene section 52, paragraph 53(a) or (eb) or paragraph 75AZC(1)(a) or (i) by reason only of making the representation. 
3.5.2.3
Employment and Business Opportunities

Section 53B of the TPA prohibits misleading conduct in relation to the availability, nature or the terms and conditions of employment. In particular, in relation to work from home scams, section 59 of the Act prohibits making false or misleading representations about the profits or risks of home-operated businesses. This section might apply in relation to an activity that requires performance of work at or from home. Or it might apply in relation to a scheme that requires investment of money and associated work by the investor. Many of the ‘work from home’ scams or ‘business opportunity’ scams that come your way may breach this section of the Act by guaranteeing you an impossible income, or by misleading you about what is involved in the ‘job’.

53B  Misleading conduct in relation to employment 
A corporation shall not, in relation to employment that is to be, or may be, offered by the corporation or by another person, engage in conduct that is liable to mislead persons seeking the employment as to the availability, nature, terms or conditions of, or any other matter relating to, the employment. 
3.5.2.4
Pyramid Selling

It is illegal for a corporation to promote or participate in a pyramid selling scheme under Part 5 Division 1AAA of the TPA.

65AAB  Definitions 
  In this Division: 
new participant, in a pyramid selling scheme, includes a person who has applied, or been invited, to participate in the scheme. 
participant, in a pyramid selling scheme, means a person who participates in the scheme. 
participate, in a pyramid selling scheme, means: 
 (a) establish or promote the scheme (whether alone or together with another person); or 
 (b) take part in the scheme in any capacity (whether or not as an employee or agent of a person who establishes or promotes the scheme, or otherwise takes part in the scheme). 
participation payment has the meaning given by paragraph (a) of the definition of pyramid selling scheme in subsection 65AAD(1). 
payment, to a person or received by a person, means: 
 (a) the provision of a financial or non-financial benefit to or for the benefit of the person; or 
 (b) the provision of a financial or non-financial benefit partly to or for the benefit of the person, and partly to or for the benefit of someone else. 
65AAC  Pyramid selling schemes—participation 
 (1) A corporation must not participate in a pyramid selling scheme. 
 (2) A corporation must not induce, or attempt to induce, a person to 
participate in a pyramid selling scheme. 

65AAD  What is a pyramid selling scheme? 
 (1) In this Act: 
pyramid selling scheme means a scheme with both the following characteristics: 
 (a) to take part in the scheme, some or all new participants must make a payment (a participation payment) to another participant or participants in the scheme; 
 (b) the participation payments are entirely or substantially induced by the prospect held out to new participants that they will be entitled to a payment (a recruitment payment) in relation to the introduction to the scheme of further new participants. 
 (2) A scheme may be a pyramid selling scheme: 
 (a) no matter who holds out to new participants the prospect of entitlement to recruitment payments; and 
 (b) no matter who is to make recruitment payments to new participants; and 
 (c) no matter who is to make introductions to the scheme of further new participants. 
 (3) A scheme may be a pyramid selling scheme even if it has any or all of the following characteristics: 
 (a) the participation payments may (or must) be made after the new participants begin to take part in the scheme; 

 (b) making a participation payment is not the only requirement for taking part in the scheme; 
 (c) the holding out of the prospect of entitlement to recruitment payments does not give any new participant a legally enforceable right; 
 (d) arrangements for the scheme are not recorded in writing (whether entirely or partly);

(e) the scheme involves the marketing of goods or services (or both). 

65AAE  Marketing schemes—are they pyramid selling schemes? 
 (1) To decide whether a scheme that involves the marketing of goods or services (or both) is a pyramid selling scheme, a court may have regard to the following matters in working out whether participation payments under the scheme are entirely or substantially induced by the prospect held out to new participants of entitlement to recruitment payments: 
 (a) the extent to which the participation payments bear a reasonable relationship to the value of the goods or services that participants are entitled to be supplied under the scheme (as assessed, if appropriate, by reference to the price of comparable goods or services available elsewhere); 
 (b) the emphasis given in the promotion of the scheme to the entitlement of participants to the supply of goods and services by comparison with the emphasis given to their 
entitlement to recruitment payments. 

 (2) Subsection (1) does not limit the matters to which the court may 
have regard in working out whether participation payments are 
entirely or substantially induced by the prospect held out to new 
participants of entitlement to recruitment payments.

3.6
E-Security

E-Security is the process by which we protect and prevent unauthorised access to information, while allowing the information to be freely available as required by authorised users, maintaining confidentiality and integrity.

3.6.1
Why implement e-security?

It is necessary to implement E-Security to:

· To protect assets (information in computer systems is an asset);

· Avoid incurring significant costs to the organisation when the network has been compromised;

· Prevent loss of consumer confidence;

· Downstream liability;

· Prevent disruption to business activity;

· Minimise potential impact on employee morale; 

· Avoid the possible breach of national privacy principles;

· As not doing so is not good for business/government.

E-Security breaches include:

· Unauthorised viewing or use of data information;

· Unauthorised entry or alteration of data (for example to produce a false transaction);

· Tampering with information systems and telecommunications systems;

· Impeding the proper functions of a computer system;

· Intercepting, corrupting or modifying electronic communications.

3.6.2
Methods of Attack

Methods of attack compromising e-security can be broken down into four main heads:

· Attacks against trust – people and applications:

· Email spoofing;

· is a term used to describe fraudulent email activity in which the sender address and other parts of the email header are altered to appear as though the email originated from a different source. E-mail spoofing is a technique commonly used for spam e-mail and phishing to hide the origin of an e-mail message. By changing certain properties of the e-mail, such as the From, Return-Path and Reply-To fields (which can be found in the message header), ill-intentioned users can make the e-mail appear to be from someone other than the actual sender.
· Password cracker;

· is the process of recovering passwords from data that has been stored in or transmitted by a computer system
· Replay attacks;

· replay attack is a form of network attack in which a valid data transmission is maliciously or fraudulently repeated or delayed. This is carried out either by the originator or by an adversary who intercepts the data and retransmits it, possibly as part of a masquerade attack by IP packet substitution (such as stream cipher attack).

· For example, suppose Alice wants to prove her identity to Bob. Bob requests her password as proof of identity, which Alice dutifully provides (possibly after some transformation like a hash function); meanwhile, Eve is eavesdropping the conversation and keeps the password. After the interchange is over, Eve connects to Bob posing as Alice; when asked for a proof of identity, Eve sends Alice's password read from the last session, which Bob must accept.

· Attacks against trust – machines:

· IP spoofing;

· the term IP (Internet Protocol) address spoofing refers to the creation of IP packets with a forged (spoofed) source IP address with the purpose of concealing the identity of the sender or impersonating another computing system.
· DNS poisoning;

· DNS cache poisoning is a technique that tricks a Domain Name Server (DNS server) into believing it has received authentic information when, in reality, it has not. Once the DNS server has been poisoned, the information is generally cached for a while, spreading the effect of the attack to the users of the server.
· To perform a cache poisoning attack, the attacker exploits a flaw in the DNS (Domain Name Server) software that can make it accept incorrect information. If the server does not correctly validate DNS responses to ensure that they have come from an authoritative source, the server will end up caching the incorrect entries locally and serve them to users that make the same request
· Attacks against confidentiality and integrity:

· Network intrusion;

· Man-in-the-middle attacks;

· man-in-the-middle attack or bucket-brigade attack (often abbreviated MITM) is a form of active eavesdropping in which the attacker makes independent connections with the victims and relays messages between them, making them believe that they are talking directly to each other over a private connection when in fact the entire conversation is controlled by the attacker. The attacker must be able to intercept all messages going between the two victims and inject new ones, which is straightforward in many circumstances (for example, the owner of a public wireless access point can in principle conduct MITM attacks on the users).

· A man-in-the-middle attack can only be successful when the attacker can impersonate each endpoint to the satisfaction of the other. Most cryptographic protocols include some form of endpoint authentication specifically to prevent MITM attacks. For example, SSL authenticates the server using a mutually trusted certification authority.

· Trojan Horse;

· a Trojan horse, or simply trojan, is a piece of software which appears to perform a certain action but in fact performs another such as transmitting a computer virus.
· Virus;

· A computer virus is a computer program that can copy itself and infect a computer without permission or knowledge of the user
· Worm;

· A computer worm is a self-replicating computer program. It uses a network to send copies of itself to other nodes (computer terminals on the network) and it may do so without any user intervention. Unlike a virus, it does not need to attach itself to an existing program. Worms almost always cause harm to the network, if only by consuming bandwidth, whereas viruses almost always corrupt or modify files on a targeted computer.

· Attacks against availability:

· Denial of service;

· is an attempt to make a computer resource unavailable to its intended users.

· One common method of attack involves saturating the target (victim) machine with external communications requests, such that it cannot respond to legitimate traffic, or responds so slowly as to be rendered effectively unavailable. In general terms, DoS attacks are implemented by either forcing the targeted computer(s) to reset, or consume its resources so that it can no longer provide its intended service or obstructing the communication media between the intended users and the victim so that they can no longer communicate adequately.

· Email bomb.

· an e-mail bomb is a form of net abuse consisting of sending huge volumes of e-mail to an address in an attempt to overflow the mailbox or overwhelm the server where the email address is hosted in a denial-of-service attack.
3.7
Cyber Crimes (in the context of business)

· Cybercrime Act 2001 (Cth);

· Criminal Code and Civil Liability Amendment Act 2007 (Qld);

· Security Legislation Amendment (Terrorism) Act 2002 (Cth);

· Crimes Legislation Amendment (Telecommunications offences and Other Measures) Act (No 2) 2004 (Cth)

Cybercrime Act 2001 (Cth)

The Act added  a new part 10.7 to the Criminal Code Act 1995  (Cth). 

· The part contains computer offences designed to address forms of cybercrime that impair the security, integrity and reliability of computer data and electronic communications.


The Act created three serious computer offences;


477(1)Unauthorised access, modification or impairment with intent to commit a serious offence (which carries a maximum penalty equal to the maximum penalty for the serious offence).

477(2)Unauthorised modification of data where the person is reckless as to whether the modification will impair data (maximum penalty of 10 years imprisonment). 

477(3)Unauthorised impairment of electronic communications (maximum penalty of 10 years imprisonment).  (e.g.'denial of service attacks‘)

Note – Must have been CAUSED by means of a carriage service (Telecommunications)
And four less serious computer offences;



s 478(1) - Unauthorised access to or modification of restricted data – e.g. data protected by an “access control system (e.g. a password) but no definition. (maximum penalty of 2 years imprisonment) – access must be to Cth computer or through carriage service provider.

478 (2)Unauthorised impairment of the reliability, security or operation of data held on a Cth owned or leased computer disk, credit card or other device (2 Years)

478(3) Possession or control of data with intent to commit or facilitate commission of a computer offence (2 Years)

478 (4) Produce supply or obtain data with an intent to commit a computer offence (3 Years)

· Between 2002/3 301 electronic crime referrals were made to the AFP;

· 25 cases have been before the courts since 2000.

Similar State legislation has been enacted: no requirement for offence to be committed via a carriage service provider (see s 408E of the Criminal Code Act – QLD)

See more information in section 10.0
CYBERCRIME on page 211.

3.8
The Spam Act 2003

· Passed by the Commonwealth Parliament on 28 November 2003;

· Assented to on 12 December 2003;

· Commenced on 10 April 2004.

The purpose of the Act is to regulate unsolicited and unwanted commercial electronic junk mail (spam).

3.8.1
Prohibitions under the Spam Act

· a prohibition on sending unsolicited commercial electronic messages which have an Australian link.  

· The penalty provision is aimed at messages which are sent from Australia or from overseas to Australia;

· a prohibition on sending commercial electronic messages which have an Australian link unless they include accurate information about the individual or organisation who authorised the sending of the message;

· a prohibition on sending commercial electronic messages which have an Australian link unless they include a functional unsubscribe facility;

· a prohibition on the supply, acquisition or use of address-harvesting software or a harvested-address list;

Breach includes a civil sanctions regime, and a tiered enforcement regime which provides for a range of enforcement measures to be initiated by the ACMA, depending upon the seriousness of a breach. The enforcement measures available to the ACA include a formal warning, acceptance of an enforceable undertaking, or the issuing of an infringement notice. The ACA may also apply to the Federal Court for an injunction or may institute proceedings in the Federal Court for breach of a civil penalty provision. As well as ordering a person to pay a substantial monetary penalty, the Court may make an order to recover financial benefits that are attributable to the contravention of the civil penalty provision, or may order compensation to be paid to a victim who has suffered loss or damage as a result of the contravention.

3.8.2
Key Provisions of Spam Act

The key features of the Act are:

· the regulation of commercial e-mail, including a prohibition on sending unsolicited commercial electronic messages  -s16;

· a requirement to include information about who authorised the sending of the message - s17;

· a facility for a recipient to unsubscribe to the commercial messages - s18;

· a ban on address–harvesting and list producing software- ss21, 22, 23; and

· civil penalties and injunctions for breaches of the legislation – ss 24, 25. 

3  Simplified outline 

The following is a simplified outline of this Act: 

• This Act sets up a scheme for regulating commercial e-mail and other types of commercial electronic messages. 

• Unsolicited commercial electronic messages must not be sent. 

• Commercial electronic messages must include information about the individual or organisation who authorised the sending of the message. 

• Commercial electronic messages must contain a functional unsubscribe facility. 

• Address-harvesting software must not be supplied, acquired or used. 

• An electronic address list produced using address-harvesting software must not be supplied, acquired or used.

• The main remedies for breaches of this Act are civil penalties and injunctions.

6  Commercial electronic messages 

Basic definition 

(1) For the purposes of this Act, a commercial electronic message is an electronic message, where, having regard to: 

(a) the content of the message; and 

(b) the way in which the message is presented; and 

(c) the content that can be located using the links, telephone numbers or contact information (if any) set out in the message; 

it would be concluded that the purpose, or one of the purposes, of 
the message is: 

(d) to offer to supply goods or services; or 

(e) to advertise or promote goods or services; or 

(f) to advertise or promote a supplier, or prospective supplier, of goods or services; or 

(g) to offer to supply land or an interest in land; or 

(h) to advertise or promote land or an interest in land; or 

(i) to advertise or promote a supplier, or prospective supplier, of land or an interest in land; or 

(j) to offer to provide a business opportunity or investment opportunity; or 

(k) to advertise or promote a business opportunity or investment opportunity; or 

(l) to advertise or promote a provider, or prospective provider, of a business opportunity or investment opportunity; or 

(m) to assist or enable a person, by a deception, to dishonestly obtain property belonging to another person; or 

(n) to assist or enable a person, by a deception, to dishonestly obtain a financial advantage from another person; or 

(o) to assist or enable a person to dishonestly obtain a gain from another person; or 

(p) a purpose specified in the regulations. 

(2) For the purposes of paragraphs(1)(d) to (l), it is immaterial 
whether the goods, services, land, interest or opportunity exists.

7  Australian link 

For the purposes of this Act, a commercial electronic message has an Australian link if, and only if: 

(a) the message originates in Australia; or

(b) the individual or organisation who sent the message, or 
authorised the sending of the message, is: 

(i) an individual who is physically present in Australia when the message is sent; or 

(ii) an organisation whose central management and control 
is in Australia when the message is sent; or 

(c) the computer, server or device that is used to access the message is located in Australia; or 

(d) the relevant electronic account-holder is: 

(i) an individual who is physically present in Australia when the message is accessed; or 

(ii) an organisation that carries on business or activities in Australia when the message is accessed; or 

(e) if the message cannot be delivered because the relevant electronic address does not exist—assuming that the electronic address existed, it is reasonably likely that the message would have been accessed using a computer, server or device located in Australia. 

16  Unsolicited commercial electronic messages must not be sent 

(1) A person must not send, or cause to be sent, a commercial electronic message that: 

(a) has an Australian link; and 

(b) is not a designated commercial electronic message. 

Note 1: For Australian link, see section7. 

Note 2: For designated commercial electronic message, see Schedule1. 

(2) Subsection(1) does not apply if the relevant electronic account-holder consented to the sending of the message. 

Note: For the meaning of consent, see Schedule2. 

(3) Subsection(1) does not apply if the person: 

(a) did not know; and 

(b) could not, with reasonable diligence, have ascertained; 

that the message had an Australian link. 

(4) Subsection(1) does not apply if the person sent the message, or 
caused the message to be sent, by mistake.

(5) A person who wishes to rely on subsection(2), (3) or (4) bears an 
evidential burden in relation to that matter. 

Message must not be sent to a non-existent electronic address 

(6) A person must not send, or cause to be sent, a commercial 
electronic message to a non-existent electronic address if: 

(a) the person did not have reason to believe that the electronic 
address existed; and 

(b) the electronic message: 

(i) has an Australian link; and 

(ii) is not a designated commercial electronic message. 

(7) Subsection(6) does not apply if the person: 

(a) did not know; and 

(b) could not, with reasonable diligence, have ascertained; 

that the message had an Australian link. 

(8) A person who wishes to rely on subsection(7) bears an evidential 
burden in relation to that matter. 

17  Commercial electronic messages must include accurate sender 
information 

(1) A person must not send, or cause to be sent, a commercial electronic message that has an Australian link unless: 

(a) the message clearly and accurately identifies the individual or organisation who authorised the sending of the message; and 

(b) the message includes accurate information about how the recipient can readily contact that individual or organisation; 
and 

(c) that information complies with the condition or conditions (if any) specified in the regulations; and 

(d) that information is reasonably likely to be valid for at least 30 days after the message is sent. 

18  Commercial electronic messages must contain a functional 
unsubscribe facility 

(1) A person must not send, or cause to be sent, a commercial electronic message that: 

(a) has an Australian link; and 

(b) is not a designated commercial electronic message; 

unless: 

(c) the message includes: 

(i) a statement to the effect that the recipient may use an electronic address set out in the message to send an unsubscribe message to the individual or organisation who authorised the sending of the first-mentioned message; or 

(ii) a statement to similar effect; and 

(d) the statement is presented in a clear and conspicuous manner; 
and 

(e) the electronic address is reasonably likely to be capable of 
receiving: 

(i) the recipient’s unsubscribe message (if any); and 

(ii) a reasonable number of similar unsubscribe messages 
sent by other recipients (if any) of the same message; 

at all times during a period of at least 30 days after the 
message is sent; and 

(f) the electronic address is legitimately obtained; and 

(g) the electronic address complies with the condition or 
conditions (if any) specified in the regulations. 

20  Address-harvesting software and harvested-address lists must 
not be supplied 

(1) A person (the supplier) must not supply or offer to supply: 

(a) address-harvesting software; or 

(b) a right to use address-harvesting software; or 

(c) a harvested-address list; or 

(d) a right to use a harvested-address list; 

to another person (the customer) if: 

(e) the supplier is: 

(i) an individual who is physically present in Australia at 
the time of the supply or offer; or 

(ii) a body corporate or partnership that carries on business 
or activities in Australia at the time of the supply or 
offer; or 

(f) the customer is: 

(i) an individual who is physically present in Australia at 
the time of the supply or offer; or 

(ii) a body corporate or partnership that carries on business 
or activities in Australia at the time of the supply or 
offer. 

21  Address-harvesting software and harvested-address lists must 
not be acquired 

(1) A person must not acquire: 

(a) address-harvesting software; or

(b) a right to use address-harvesting software; or 

(c) a harvested-address list; or 

(d) a right to use a harvested-address list; 

if the person is: 

(e) an individual who is physically present in Australia at the 
time of the acquisition; or 

(f) a body corporate or partnership that carries on business or 
activities in Australia at the time of the acquisition. 

22  Address-harvesting software and harvested-address lists must 
not be used 

(1) A person must not use: 

(a) address-harvesting software; or 

(b) a harvested-address list; 

if the person is: (c) an individual who is physically present in Australia at the 
time of the use; or 

(d) a body corporate or partnership that carries on business or 
activities in Australia at the time of the use. 

24  Pecuniary penalties for contravention of civil penalty provisions 

(1) If the Federal Court is satisfied that a person has contravened a civil penalty provision, the Court may order the person to pay to the Commonwealth such pecuniary penalty, in respect of each contravention, as the Court determines to be appropriate. 

26  Civil action for recovery of pecuniary penalties 

(1) The ACMAmay institute a proceeding in the Federal Court for the recovery on behalf of the Commonwealth of a pecuniary penalty referred to in section 24. 

32  Injunctions 

Restraining injunctions 

(1) If a person has engaged, is engaging or is proposing to engage, in 
any conduct in contravention of a civil penalty provision, the 

Federal Court may, on the application of the ACMA, grant an 
injunction: 

(a) restraining the person from engaging in the conduct; and 

(b) if, in the Court’s opinion, it is desirable to do so—requiring 
the person to do something. 

Performance injunctions 

(2) If: 

(a) a person has refused or failed, or is refusing or failing, or is 
proposing to refuse or fail, to do an act or thing; and 

(b) the refusal or failure was, is or would be a contravention of a 
civil penalty provision; 

the Federal Court may, on the application of the ACMA, grant an 
injunction requiring the person to do that act or thing. 

SCHEDULE 1 – DESIGNATED ELECTRONIC COMMERCIAL MESSAGES

2  Factual information 

(1) For the purposes of this Act, an electronic message is a designated commercial electronic message if: 

(a) the message consists of no more than factual information (with or without directly-related comment) and any or all of the following additional information: 

(i) the name, logo and contact details of the individual or organisation who authorised the sending of the message; 

(ii) the name and contact details of the author; 

(iii) if the author is an employee—the name, logo and contact details of the author’s employer; 

(iv) if the author is a partner in a partnership—the name, logo and contact details of the partnership; 

(v) if the author is a director or officer of an organisation— the name, logo and contact details of the organisation; 

(vi) if the message is sponsored—the name, logo and contact details of the sponsor; 

(vii) information required to be included by section17; 

(viii) information that would have been required to be included by section18 if that section had applied to the message; and

(b) assuming that none of that additional information had been included in the message, the message would not have been a commercial electronic message; and 

(c) the message complies with such other condition or conditions (if any) as are specified in the regulations. 

3  Government bodies, political parties, religious organisations and 
charities 

For the purposes of this Act, an electronic message is a designated 
commercial electronic message if: 

(a) the sending of the message is authorised by any of the 
following bodies: 

(i) a government body; 

(ii) a registered political party; 

(iii) a religious organisation; 

(iv) a charity or charitable institution; and 

(b) the message relates to goods or services; and 

(c) the body is the supplier, or prospective supplier, of the goods 
or services concerned.

4  Educational institutions 

For the purposes of this Act, an electronic message is a designated 
commercial electronic message if: 

(a) the sending of the message is authorised by an educational 
institution; and 

(b) either or both of the following subparagraphs applies: 

(i) the relevant electronic account-holder is, or has been, 
enrolled as a student in that institution; 

(ii) a member or former member of the household of the 
relevant electronic account-holder is, or has been, 
enrolled as a student in that institution; and 

(c) the message relates to goods or services; and 

(d) the institution is the supplier, or prospective supplier, of the 
goods or services concerned.
3.8.3
Case Examples under the Spam Act

· ACMA v Clarity1 [2006] FCA 410

· Sent out a lot of SPAM. Sent it using harvested email lists. The email list that they used was harvested before the spam act came into effect.

· Defence was primarily consent.

· Held:

· Merely providing an unsubscribe feature (that the recipient fails to use) does not demonstrate consent to further CEM

· Harvesting before assent of the SPAM ACT 2003 was not a contravention, but use of those harvested lists was.  

· Liability of corporations is direct, not vicarious, and the second respondent (the director of the company, the first respondent) was liable for the conduct as he was aware of the essential elements, it was not necessary that he encouraged or acted in his own right, merely that he was the director and actor in the conduct.

· No unilateral communication, even lasting years, can found a “business relationship”

· Conclusion of a contract by email, absent other indicators, constitutes a “business relationship”.

· ACMA v Clarity1 (No 2) [2006] FCA 1399

· ACMA requested $9.9M for corporation and $1.98M for director.

· Penalties were:

· Clarity1 $4.5 million

· Mr Mansfield $1 million

· Injunctions were granted, as well as the applicant’s costs.

· Reasoning: requested penalties would liquidate the business and bankrupt the director, amounts above were sufficient general deterrence without being “an unrealistically large penalty” that would be oppressive; oppressive penalties may be counterproductive to deterrence.

3.9
The Privacy Act (in the context of business)

· An organisation must take reasonable steps to make individuals aware that it is collecting personal information about them, the purposes for which it is collecting the information, and who it might pass the information on to. There are some restrictions on what an organisation can do with the personal information it collects and when it can disclose personal information or transfer it overseas. 

· Businesses with an annual turnover of $3 million or less are exempt from the  laws (Note there are exceptions – e.g health service provider, contracted service provider for a Commonwealth contract, operates a residential tenancy database AND OTHERS)

· The National Privacy Principles (NPPs)

· Schedule 3 of the Privacy Act sets out the ten NPPs, which legally bind organisations in the way they must handle personal information. The NPPs cover collection (NPP 1), use and disclosure (NPP 2), data quality (NPP 3), data security (NPP 4) openness (NPP 5), access and correction (NPP 6), identifiers (NPP 7), anonymity (NPP 8), transborder data flows (NPP 9) and sensitive information (NPP 10).  

3.9.1
Background to the Privacy Act 1988 (Cth)

The Privacy Act was passed by federal Parliament at the end of 1988. The Act gave effect to Australia's agreement to implement Guidelines adopted in 1980 by the Organisation for Economic Cooperation and Development (OECD) for the Protection of Privacy and Transborder Flows of Personal Data, as well as to its obligations under Article 17 of the International Covenant on Civil and Political Rights.

3.9.2
Government sector

The Act had a two-pronged objective: the protection of personal information in the possession of federal government departments and agencies and safeguards for the collection and use of tax file numbers (the latter connected with the up-grading of the tax file number system following the demise of the 'Australia Card' proposal). Eleven Information Privacy Principles (IPPs), which are based on the OECD guidelines, set out strict safeguards for any personal information that is handled by federal government and ACT government agencies. The IPPs principally cover the collection, storage, access, use and disclosure of this information. The ACT government agencies became bound by the Privacy Act through the passing of the Australian Capital Territory Government Service (Consequential Provisions) Act 1994 (Cth).

3.9.3
Private sector

In December 2000, the Privacy Amendment (Private Sector) Act 2000 (the Amendment Act) was passed by federal Parliament and extended coverage of the Act to most private sector organisations. The new scheme came into effect for most organisations covered by the Privacy Act on 21 December 2001. See Information Sheet 1-2001 Overview of the Private Sector Provisions.

The National Privacy Principles (NPPs) in the Privacy Act set out how private sector organisations should collect, use and disclose, keep secure, and provide access to personal information. The principles give individuals a right to know what information an organisation holds about them and a right to correct that information if it is wrong. The Privacy Commissioner has written Guidelines to the National Privacy Principles to assist private sector organisations to meet their obligations in the handling of personal information. A series of Information Sheets has also been developed and provides more detailed explanations and good practice or compliance tips on various aspects of the NPPs and the Private Sector provisions.

3.9.4
Other additions to the Privacy Commissioner's jurisdiction

The Privacy Amendment (Private Sector) Act 2000 has been one of many additions to the Privacy Commissioner's jurisdiction since the Act began in 1988. Interim Tax File Number Guidelines were contained in the Privacy Act and came into effect 1 January 1989.These were replaced with the Tax File Number Guidelines 1990 which came into effect October 1990. The 1990 Guidelines were replaced with the Tax File Number Guidelines 1992 which came into effect 21 December 1992. 

In 1989, the Commissioner was given functions in relation to spent convictions information. The following year two major additions were made in the areas of credit reporting and data matching. The credit reporting jurisdiction was the first major extension of the Act to a private sector area of activity and generated significant involvement with the private sector in the development of legally-binding rules for the handling of credit information. The data-matching jurisdiction led to the creation of a separate unit within the Commissioner's office (located in Canberra) dedicated to the oversight of the Commissioner's responsibilities under the Data-matching Program (Assistance and Tax) Act 1990.

The Privacy Commissioner acquired additional functions under amendments to the National Health Act (passed in 1991) section 135AA, in relation to guidelines to safe guard personal information provided for the purposes of the Pharmaceutical and Medical Benefit Schemes.

A new function was conferred on the Privacy Commissioner by the Telecommunications Act 1997 (Cth) in relation to records made by telecommunications carriers, carriage service providers and others of their disclosures of customer information. The Act also provides for industry codes and standards of conduct in a range of consumer protection areas, including privacy. The Commissioner must be consulted on any privacy codes and standards.

An organisation must take reasonable steps to make individuals aware that it is collecting personal information about them, the purposes for which it is collecting the information, and who it might pass the information on to. There are some restrictions on what an organisation can do with the personal information it collects and when it can disclose personal information or transfer it overseas. 

Privacy Act 1998 (Cth)

· Businesses with an annual turnover of $3 million or less are exempt from the  laws (Note there are exceptions – e.g health service provider, contracted service provider for a Commonwealth contract, operates a residential tenancy database AND OTHERS)

The National Privacy Principles (NPPs)

· Schedule 3 of the Privacy Act sets out the ten NPPs, which legally bind organisations in the way they must handle personal information. The NPPs cover collection (NPP 1), use and disclosure (NPP 2), data quality (NPP 3), data security (NPP 4) openness (NPP 5), access and correction (NPP 6), identifiers (NPP 7), anonymity (NPP 8), transborder data flows (NPP 9) and sensitive information (NPP 10).  

· Schedule 3 of the Privacy Act sets out the ten NPPs, which legally bind organisations in the way they must handle personal information. The NPPs cover collection (NPP 1), use and disclosure (NPP 2), data quality (NPP 3), data security (NPP 4) openness (NPP 5), access and correction (NPP 6), identifiers (NPP 7), anonymity (NPP 8), transborder data flows (NPP 9) and sensitive information (NPP 10).  

4.0
COPYRIGHT IN THE DIGITAL ENVIRONMENT

4.1
General Information about Copyright and the Copyright Act 1968 (Cth)

Copyright is a method of protection of intellectual property in material, original expressions across various mediums. The application of copyright to cyberspace has been the subject of regulation in the face of readily available technology that allows vast digital manipulation of data. It is a bundle of exclusive rights conferred by the Copyright Act 1968 (Cth), which vest automatically.

Copyright law in Australia is governed by the Copyright Act 1968 (Cth). Protection applies automatically once the various criteria set out in the Act have been satisfied. To qualify for protection, there is no requirement for registration, depositing of materials or payment of a fee. 

A fundamental concept of copyright law is that copyright does not protect ideas, information or facts, but it does protect the form in which those ideas, information or facts are expressed. This is often referred to as the “idea-expression dichotomy”. In Autodesk v Dyason, Mason CJ (who was in dissent) stated: “a dominant principle of copyright law is that protection is given not for ideas, but for the form of expression.”

4.1.1
Copyright in the Digital Environment

Digital content can take many forms

· Video clips

· Music recordings

· Text

· Movies

· Visual images (photographs)

· Games

· Multimedia works

· Podcasts

· Computer software

· Animations (characters, scenes, sound effects)

Features of digital material

· Readily copied, altered, combined with other materials, disseminated and used on a wide range of equipment

· “What makes digitised content different is that the core products are infinitely renewable and reusable, making the roles of producer and user interchangeable.”

· Much of the digital content distributed on the internet or available for download is protected by copyright

· The software that enables digital equipment and computers to function is itself subject to copyright protection

How does copyright apply to:

· computer programs

· multimedia works

· Interactive games

· mp3 music files

· peer to peer file distribution software (P2P)

· electronic rights management systems (DRM)

· technical security measures (technological protection measures or TPMs)

Is copyright still relevant when many creative materials are created and distributed in digital form on the internet? 

· Some argue “no”: irrelevant, inappropriate (Barlow: Selling Wine Without Bottles)

· Others say it needs minimal adjustment, and will evolve as it has previously

Opinions have been split between those who regard copyright as inappropriate and irrelevant in the digital online environment, to those who see it as capable of adapting to encompass the new technological paradigm – in the same way it has adjusted in the face of earlier advances in technology. The resilience of copyright in the online environment is now established in light of the successful cases brought by the major US entertainment companies against individuals and companies who make unauthorised copies of sound recordings and videos. It is no longer open to serious question that copyright will continue to be relevant in protecting the interests of creators of digital materials in the internet environment. However, it is also equally apparent that evolving regimes for the protection and management of copyright materials in the digital era will necessarily involve a combination of law reform, new business models, technological mechanisms and voluntary licensing schemes (page 156 TB).

Selling Wine Without Bottles – John Perry Barlow

Since we don't have a solution to what is a profoundly new kind of challenge, and are apparently unable to delay the galloping digitization of everything not obstinately physical, we are sailing into the future on a sinking ship.

This vessel, the accumulated canon of copyright and patent law, was developed to convey forms and methods of expression entirely different from the vaporous cargo it is now being asked to carry. It is leaking as much from within as without.

Legal efforts to keep the old boat floating are taking three forms: a frenzy of deck chair rearrangement, stern warnings to the passengers that if she goes down, they will face harsh criminal penalties, and serene, glassy-eyed denial.

Intellectual property law cannot be patched, retrofitted, or expanded to contain the gasses of digitized expression any more than real estate law might be revised to cover the allocation of broadcasting spectrum. (Which, in fact, rather resembles what is being attempted here.) We will need to develop an entirely new set of methods as befits this entirely new set of circumstances.

I. INFORMATION IS AN ACTIVITY

Information Is a Verb, Not a Noun.

Freed of its containers, information is obviously not a thing. In fact, it is something that happens in the field of interaction between minds or objects or other pieces of information.

Gregory Bateson, expanding on the information theory of Claude Shannon, said, "Information is a difference which makes a difference." Thus, information only really exists in the delta. The making of that difference is an activity within a relationship. Information is an action that occupies time rather than a state of being which occupies physical space, as is the case with hard goods. It is the pitch, not the baseball, the dance, not the dancer.

 Information Is Experienced, Not Possessed

Even when it has been encapsulated in some static form like a book or a hard disk, information is still something that happens to you as you mentally decompress it from its storage code. But, whether it's running at gigabits per second or words per minute, the actual decoding is a process that must be performed by and upon a mind, a process that must take place in time.

There was a cartoon in the Bulletin of Atomic Scientists a few years ago which illustrated this point beautifully. In the drawing, a holdup man trains his gun on the sort of bespectacled fellow you'd figure might have a lot of information stored in his head. "Quick," orders the bandit, "Give me all your ideas."

Information Has To Move

Sharks are said to die of suffocation if they stop swimming, and the same is nearly true of information. Information that isn't moving ceases to exist as anything but potential...at least until it is allowed to move again. For this reason, the practice of information hoarding, common in bureaucracies, is an especially wrong-headed artefact of physically based value systems.

Information is Conveyed by Propagation, Not Distribution

The way in which information spreads is also very different from the distribution of physical goods. It moves more like something from nature than from a factory. It can concatenate like falling dominos or grow in the usual fractal lattice, like frost spreading on a window, but it cannot be shipped around like widgets, except to the extent that it can be contained in them. It doesn't simply move on. It leaves a trail of itself everywhere it's been.

The central economic distinction between information and physical property is the ability of information to be transferred without leaving the possession of the original owner. If I sell you my horse, I can't ride him after that. If I sell you what I know, we both know it.

II. INFORMATION IS A LIFE FORM

Information wants to be free.

Stewart Brand is generally credited with this elegant statement of the obvious, recognizing both the natural desire of secrets to be told and the fact that they might be capable of possessing something like a "desire" in the first place.

English Biologist and Philosopher Richard Dawkins proposed the idea of "memes," self-replicating, patterns of information that propagate themselves across the ecologies of mind, saying they were like life forms.

I believe they are life forms in every respect but a basis in the carbon atom. They self-reproduce, they interact with their surroundings and adapt to them, they mutate, they persist. Like any other life form they evolve to fill the possibility spaces of their local environments, which are, in this case the surrounding belief systems and cultures of their hosts, namely, us.

Indeed, the sociobiologists like Dawkins make a plausible case that carbon-based life forms are information as well, that, as the chicken is an egg's way of making another egg, the entire biological spectacle is just the DNA molecule's means of copying out more information strings exactly like itself.

4.2 Requirements for Copyright to Exist

There is no registration required to acquire copyright. Copyright protection is automatic once the criteria in the Act are met. There is no need to register or deposit copies of work.

A copyright notice (©) is advisable, but not required to attract copyright.

4.2.1
Idea vs Expression

· Copyright does not protect ideas, information, facts per se

· protects the particular form of expression of ideas, information, facts, as embodied in a tangible/material form

· Well-accepted principle, but not expressly stated in the Copyright Act 1968

· Now expressed in TRIPS, Art.9(2) and WCT, Art.2: 

· “Copyright protection extends to expressions and not to ideas, procedures, methods of operation or mathematical concepts as such.”

· If idea can only be expressed in one way, expression not protected by copyright as would give a monopoly over the idea: Kenrick v Lawrence [1890]

A fundamental concept of copyright law is that copyright does not protect ideas, information or facts, but it does protect the form in which those ideas, information or facts are expressed. This is often referred to as the “idea-expression dichotomy”. In Autodesk v Dyason, Mason CJ (who was in dissent) stated: “a dominant principle of copyright law is that protection is given not for ideas, but for the form of expression.” Affirmed in Data Access Corporation v Powerflex.

4.2.2
Material Form or Tangibility Requirement

· Corollary of principle that copyright does not protect ideas, information or facts per se

· Copyright does not exist until idea is expressed in some tangible embodiment or material form,

· Apart from sound and TV broadcasts, copyright does not subsist unless work or subject matter is in a “material form”

4.2.3
Originality and Authorship

· For copyright to exist, the work must be original

· Expressly stated as a requirement for Part III works 

· Closely related to concept of authorship

· Person who creates the work in a tangible form is the author, even though ideas or information have been provided by someone else:  Donoghue v Allied Newspapers [1938] 

· Ie if you are a poet and someone tells you about an incident, and it inspires you to write beautiful poetry – you are the owner of the copyright for those poems

· Work must originate from an author, but need not meet any threshold of novelty, inventiveness or creativity of thought or expression

· copyright work need not display any merit

· Victoria Park Racing v Taylor [1937]: Dixon J 

· “Some original result must be produced.  This does not mean that new or inventive ideas must be contributed.  The work … must originate with the author and be more than a copy of other material.”

· Application of test often arises in relation to compilations or collections of information or materials not in themselves protected by copyright

· Underlying materials not protected so copyright only applies if the making of the compilation involved contribution of the threshold amount of originality

· Factual databases will be protected by copyright in Australia if they are original – no special form of database protection eg in EU under Directive on the Legal Protection of Databases 1996

· There must be sufficient skill, labour, judgment, ingenuity involved in creating the compilation

· How much is enough depends on the facts of each case and is a question of degree

· What is sufficient (copyright protected)? 

· Sufficient originality for copyright found in:

· Compilation of blank accounting forms

· Fixed-odds betting coupons containing lists of football matches with the odds offered

· A database of 60,000 land records for real property

· Huffman compression table in a computer program

· A compilation made up entirely of pre-existing material may attract copyright by virtue of the selection or arrangement of the material

Case on point: Desktop Marketing Systems v Telstra [2002] FCFCA

· Telstra published white and yellow pages directories. 
· Telstra also produced "heading books" which contain the categories for yellow pages directories.
· Desktop Marketing Systems produced three different CD-ROM computer software products. 
· Each product used data from Telstra's white and yellow pages directories and contained headings similar to those used by Telstra. 
· Were Telstra’s yellow white page telephone directories original literary works protected by copyright?

· Can copyright subsist in a compilation of data, even though arranged in an obvious manner, eg alphabetically? Is “sweat of the brow” enough for originality?

· Is “industrious collection and listing” of the data enough or is something else required?

HELD
Establishes a low threshold for degree of originality required for copyright to subsist in a factual compilation

There may be originality in industrious collection - as distinct from the creative exercise of skill or judgment or the application of intellectual effort

· Lindgren J: No principle that the labour and expense of collecting, verifying etc data (albeit routinely) is irrelevant to or incapable of establishing origination and therefore originality – to the contrary, labour of that kind may establish originality 

· Sackville J:  A compilation will be an original literary work if the compiler has exercised skill, judgment or knowledge in selecting the material for inclusion in the compilation… In addition, a compilation of factual information will ordinarily be an original literary work for copyright purposes if the compiler has undertaken substantial labour or incurred substantial expense in collecting the information recorded in the compilation …. The compiler must show that the labour or expense exceeds a minimum amount.

· Joint Authorship

· Where two or more people collaborate in producing a work, it is considered to be jointly authored

· A work of joint authorship is one which has been produced by 2 or more people collaborating as authors, such that the individual contributions of each of the authors cannot be separated out from those of the other/s: s 10(1)

· Databases / Compilation of Facts

· Some databases may not be not “original”

· Originality threshold - arrangement analysis not sufficient to be original:  Feist v Rural Telephone (US)  

· require a lot of expense, effort (“sweat of the brow”) to create 

· commercially valuable product

· Should they be protected against copying?  

· In the US, it is necessary for the work to possess at least some minimal degree of creativity, some creative spark.

· Because the arrangement of names alphabetically did not fulfil this requirement, there was no copyright infringement.

· Contrast with Desktop Marketing / IceTV below.

· TRIPS and WCT (Art.5) makes it clear that original databases are protected by copyright 

· EU Database Directive 1996

· new sui generis right to prevent extraction or re-use of whole or substantial part of databases

· similar US initiatives stalled in 1998

· Desktop Marketing v Telstra (2002) Full Federal Court

· white and yellow pages telephone directories compiled by Telstra

· Desktop Marketing re-keyed, re-arranged and added new features (eg better search fields and functions) in CD-Rom product

· Question was whether directories were sufficiently original for copyright law purposes

· Federal Court and Full Federal Court held that they were original and copyright applied

· Originality requirement met by either selection/arrangement or sufficient labour/expense

· BUT NOTE NOW: ICETV v NINE (case summary below)
· HCA said to treat Desktop Marketing with caution!

· Nominet UK v Diverse Internet [2004] FCA

· Registry database of all .uk domain names

· WHOIS database with searchable details of domain name registrants

· Both the Registry database and the WHOIS database held to be protected by copyright

· Copyright in both databases infringed by defendant’s data mining

IceTV v Nine Network [2009] HCA 14 (22 April 2009)

In one of the most significant copyright decisions in years, on 22 April the High Court overturned the decision of the Full Federal Court in IceTV v Nine Network resetting the rules for copyright in compilations.

This decision brings to a close a three year legal battle between Australia’s first commercial television network and the fledgling Australian electronic program guide provider who supplies its Ice Guide to its customers by subscription. 

The facts
At the heart of the legal battle was the question, whether the process of preparing and publishing the Ice Guide infringed Nine’s copyright in its Weekly Schedule. IceTV used information from an earlier Ice Guide to predict the future scheduled program which was then checked against publicly available guides.  Nine’s Weekly Schedule was prepared by a number of its staff and the information was extracted in a number of different formats from its data base. The Weekly Schedule, itself a compilation, is then sent to an Aggregator who extracts that information and assembles it alongside similar information from other free to air networks. The Aggregators then publish its guide on-line and in print media. The Ice Guide schedule was then compared to Nine’s TV guide published by Aggregators and where necessary it was adjusted. Nine claimed that the referencing to the Aggregators’ guides infringed its copyright.

Nine contended that IceTV infringed its copyright by taking that part of the time and title information (from the Aggregator guides) and including it in the Ice Guide which amounted to a reproduction in a material form of a substantial part of the copyright work – Nine’s Weekly Schedule (which was supplied to the Aggregator).  Nine said that substantial work and cost was expended when preparing the time and title for the Weekly Schedule.

IceTV denied it had reproduced in a material form, a substantial part of any Weekly Schedule and denied that a reproduction from the Aggregator Guides was a reproduction from the Weekly Schedule.

The decisions
The primary judge (Justice Bennett) and the Full Court of the Federal Court (Chief Justice Black, Sackville and Lindgren JJ) approached the question of whether IceTV had reproduced a substantial part of any Weekly Schedule by identifying the skill and labour which was expended to create the Weekly Schedule, and then asked whether IceTV had taken Nine’s skill and labour.  The primary judge and the Full Court arrived at opposite conclusions – the primary judge found that skill and labour in the time and title was not relevant, consequently there was no reproduction in a substantial part.  Her Honour did say that the referencing was an indirect copying but did not amount to a substantial reproduction.  The Full Court considered that the preparatory work by Nine’s staff to identify time and title was relevant skill and labour and that it was a reproduction in a substantial way.

The High Court confirmed the long standing principle that copyright cannot protect facts or information.  It protects the particular form of expression of the information (the words, figures and symbols in which the information is expressed), including the selection and arrangement of that information.  Some facts will remain inseparable from their expression so that copyright can never exist in them alone.

The High Court found that the underlying purpose of Nine’s preparatory work was performed to determine when a program was to be shown at a particular time so as to attract viewers and therefore command commercial revenue.  That process was not to be considered as skill and labour for copyright protection.  The time and title information alone lacked creative spark to be cloaked with copyright protection. 

Implications
The decision has far reaching implications.  It affects any business that utilises factual information that is arranged to create a compilation of work, either to call in to question the ability to claim copyright protection over the compilation, or by giving businesses the freedom to use factual information referenced from a compilation.

Simply because you expend considerable time and effort for commercial purposes in arranging information in a compilation does not of itself cloak that expression with copyright protection. If copyright does not exist there is nothing to stop the use of that information.

It is important to identify the work in which copyright exists.  It is not possible to select part of the information contained in the work and claim copyright in that isolated part.  It is necessary to base copyright on the whole work.

HEADNOTE AND REASONS FOR JUDGMENT
The appellant published an online television guide, which it put together from various sources including weekly program schedules compiled and released by television networks. The respondent network claimed that the appellant infringed copyright in the respondent's weekly schedules by directly reproducing details of program titles and broadcast times. This information was claimed by the respondent to be a substantial part of the weekly schedules (which the appellant conceded were copyright works). That claim was rejected at first instance, but upheld by the Full Court of the Federal Court of Australia. The appellant appealed against that decision to the High Court of Australia.

Held: (allowing the appeal; by the court)

(1) In order to assess whether the copied material was a substantial part of an original literary work, the quality of what is copied is a critical factor. In assessing quality, the critical factor is the originality of the part that is copied.

(2) The originality of the reproduced part is to be assessed in terms of the originality with which the material is expressed.

(3) The expression of the time and title information did not require particular mental effort or exertion and was essentially dictated by the nature of the information. Its expression lacked originality. Likewise, the question whether a selection or arrangement of elements constitutes a substantial part of a work depends on the degree of originality of that selection or arrangement. A chronological arrangement of times at which programs will be broadcast plainly lacks the requisite originality.

(4) The material reproduced from the respondent's weekly schedules was accordingly not a substantial part of the work

(5) In determining whether reproduction of a substantial part of a work involves an appropriation of the author’s skill and labour, it is necessary to focus on the nature of the skill and labour and ask whether it is directed to the originality of the particular form of expression.

(6) Rewarding skill and labour in respect of compilations without any real consideration of the productive effort directed to coming up with a particular form of expression of the information can lead to error. The crucial issue is whether the skill and labour was directed to the originality of expression of the part concerned. That the creation of a work required skill and labour may indicate that the particular form of expression adopted was highly original, but focussing on an "appropriation" of that skill and labour must not be allowed to distract from the inquiry, mandated by the Copyright Act 1968 Cth, into the substantiality of the part that is reproduced.

(7) The skill and labour devoted by the respondent's employees to programming decisions was not directed to the originality of the expression of the time and title information: the level of skill and labour required to express that information was minimal. Consequently, any reproduction of that information in the appellant's guide was not a reproduction of a substantial part of any of the weekly schedules.

(8) The originality of the weekly schedules as a compilation lay not in the provision of time and title information, but in the selection and presentation of that information together with additional program information and synopses, to produce a composite whole.

(9) The primary judge was correct in holding that the appellant never took the whole of the time and title information, but only individual "slivers" of that information for the purpose of maintaining and updating its guide. Those "slivers" did not bear substantial importance in relation to the originality of the weekly schedules as a whole, so the appellant did not reproduce a substantial part of those schedules.

(10) A finding that one party has "appropriated" the skill and labour of another does not per se determine the issue of infringement of a copyright work. The Copyright Act 1968 Cth does not provide for any general doctrine of misappropriation and does not afford protection to skill and labour alone.

(11) The primary judge was also correct in finding that the respondent's skill and labour in its programming decisions involved a more substantial investment of effort than that involved in creating the weekly schedules themselves. The appellant was not a broadcaster and accordingly did not appropriate the skill and labour of placing programs: this led her Honour to find, correctly, that there had been no reproduction of a substantial part of the weekly schedules.

(12) In holding that it was necessary to refer to the interest protected by the copyright in assessing the substantiality of the part copied, the Full Court approached the issue of substantiality at too high a level of abstraction. In such circumstances there is a risk of protecting the "ideas" of an author rather than their expression in material form.

Feist Publications v. Rural Telephone Service (US Case)

Background

Rural Telephone Service Company, Inc. is a telephone cooperative providing services for areas in northwest Kansas, with headquarters in the small town of Lenora, in Norton County. The company was under a statutory obligation to compile a phone directory of all their customers free of charge as a condition of their monopoly franchise.

Feist Publications, Inc. specialized in compiling telephone directories from larger geographic areas than Rural from other areas of Kansas. They had licensed the directory of 11 other local directories, with Rural being the only hold-out in the region. Feist went ahead and copied some 4000 entries from Rural's directory. Rural, however, had placed a small number of phony entries to detect copying, and caught Feist.

Prior to this case, the subsistence of copyright in United States law followed the sweat of the brow doctrine, which gave copyright to anyone who invested significant amount of time and energy into their work. At trial and appeal level the courts followed this doctrine, siding with Rural.

HELD
It is a long-standing principle of United States copyright law that "information" is not copyrightable, O'Connor notes, but "collections" of information can be. Rural claimed a collection copyright in its directory. The court clarified that the intent of copyright law was not, as claimed by Rural and some lower courts, to reward the efforts of persons collecting information, but rather "to promote the Progress of Science and useful Arts" (U.S. Const. 1.8.8), that is, to encourage creative expression.

Since facts are purely copied from the world around us, O'Connor concludes, "the sine qua non of copyright is originality". However, the standard for creativity is extremely low. It need not be novel, rather it only needs to possess a "spark" or "minimal degree" of creativity to be protected by copyright.

In regard to collections of facts, O'Connor states that copyright can only apply to the creative aspects of collection: the creative choice of what data to include or exclude, the order and style in which the information is presented, etc., but not on the information itself. If Feist were to take the directory and rearrange them it would destroy the copyright owned in the data.

The court ruled that Rural's directory was nothing more than an alphabetic list of all subscribers to its service, which it was required to compile under law, and that no creative expression was involved. The fact that Rural spent considerable time and money collecting the data was irrelevant to copyright law, and Rural's copyright claim was dismissed.

IMPLICATIONS
The ruling has major implications for any project that serves as a collection of knowledge. Information (that is, facts, discoveries, etc.), from any source, is fair game, but cannot contain any of the "expressive" content added by the source author. That includes not only the author's own comments, but also his choice of which facts to cover, his choice of which links to make among the bits of information, his order of presentation (unless it is something obvious like an alphabetical list), any evaluations he may have made about the quality of various pieces of information, or anything else that might be considered "original creative work" of the author rather than mere facts.

4.3 What Copyright Protects

4.3.1
What Copyright does NOT protect

· mere ideas

· discoveries, principles

· methods of operation

· mere information or facts

· things which are too trivial to be protected eg titles, slogans

· things not in a “material” form

4.3.2
What Copyright DOES protect

A wide range of materials fall within the cope of the categories described in the Copyright Act as attracting copyright protection.

There are two broad categories:

· Works in Part 3 of the Act; and

· Subject-matter other than works in Part 4 of the Act.

A “work” is defined as a “literary, dramatic, musical or artistic work” (s 10(1)).

“Other subject-matter” is not defined in the Act, but takes its meaning from the categories of material described in Part 4 of the Act: sound recordings, cinematograph films, sound and television broadcasts and published editions of works.”

A website will often attract copyright under both parts of the Act, ie because it has written text and images etc.

Material can be protected in more than one category, ie they are not mutually exclusive. For example, in computer games: the sequence of images generated when a person plays the game may be protected as a cinematograph film under Part 4 while the computer program that enables the game to be played is protected as a literary work under Part 3.

4.3.2.1
Literary Works (includes computer programs)

· something in print or writing – refers to the “order of the words”, not the ideas or information 

· “writing” means any way of representing words, figures or symbols in a visible form

· something “intended to afford either information and instruction or pleasure, in the form of literary enjoyment”

· includes “a table, or compilation, expressed in words, figures or symbols… “

· Compilation expressed in words, figures or symbols

· includes a factual compilation if it supplies “intelligible information”

· Telephone directories (white and yellow pages) – alphabetical listing of all phone numbers in a geographical area

· held to be a compilation: Desktop Marketing Systems v Telstra
· Domain name registry of .uk domain names registered by Nominet UK and WHOIS database of contact details of domain name registrants

· held to be a compilation: Nominet UK v Diverse Internet [2004] FCA 1244 – “copyright in the Database comprising the Register and the WHOIS database subsisted at all material times in Nominet UK”

· Copyright infringed by defendant’s data mining

· “and a computer program or compilation of computer programs” (s 10(1))

· protected by copyright as literary works since 1984 amendments to Copyright Act

· prior to that, source code was protected but not object code: Computer Edge v Apple [1986] – Wombat OS was a direct copy of Apple OS

· Now, clear that source code and object code (machine/executable) versions are protected: Autodesk v Dyason (No 1) [1992] HCA; Data Access v Powerflex [1999] HCA

· “Computer program” defined in s 10(1) as 

· “a set of statements or instructions to be used directly or indirectly in a computer in order to bring about a certain result”

· means that there must be an algorithmic or logical relationship between a function to be performed and the physical capabilities of the computer

· copyright protects the particular form of expression but does not protect the underlying ideas or functionality of the computer program

· “computer program” does not include the  content (eg audio, visual and text) that a computer program is capable of causing to be reproduced – eg DVD movie data was not “program instructions”: AVRA v Warner Home Video [2001]

· some computer programs (which generate moving images) can be protected as both literary works and films: 

· Galaxy v Sega [1997] FCA FC 

· game was a cinematographic film 

· look at final result rather than how it go to the screen.

· Sony v Stevens [2003] FCA FC on page 96.

Autodesk v Dyason (1992) 173 CLR 330 (“AutoCAD case”)
Facts

Autodesk created and distributed the AutoCAD package, which included a hardware dongle to avoid piracy. Widget C is a program distributed with the AutoCAD package, which periodically challenges the hardware lock. If the hardware lock returns the correct response, AutoCAD was allowed to continue to run. Dyason, using an oscilloscope to examine the responses of the AutoCAD lock, programmed an EPROM to return the same sequence and marketed a replacement hardware lock known as the Auto Key lock.

Autodesk alleged that the Auto Key Lock infringed its copyright in the literary work known as AutoCAD, which was in part contained in the hardware lock. The respondents denied that any part of the AutoCAD program is contained in the AutoCAD lock or that the AutoCAD lock contains any computer program at all. Further, they denied that the Auto Key Lock is a reproduction in a material form of the AutoCAD program or any part of it. It was common ground that AutoCAD and Widget C were computer programs for the purposes of the Copyright Act.

This case was an appeal from the full court of the Federal Court of Appeal, which reversed the decision at first instance by Northrop J in the Federal Court, who found for Autodesk mainly on the basis that both the Auto Key lock and the AutoCAD lock performed the same function.

Is the hardware dongle a 'computer program' for the purposes of the Copyright Act?

The AutoCAD lock consisted of a simple 8 bit shift register and a XOR gate. Upon receiving a signal from Widget C, the lock would shift left one place and the newly empty rightmost bit is set to the XOR of the sixth and seventh bit. Finally, the sixth bit is output back to Widget C for verification. Using an oscilloscope, the respondent saw that the output of the hardware lock was in actuality a simple 127 bit repeating sequence, and stored that sequence in an EPROM, to return the sequence expected by Widget C at the appropriate time.

Section 10(1) of the amended Copyright Act defines a “computer program” as meaning “an expression, in any language, code or notation, of a set of instructions intended … to cause a device having digital information processing capabilities to perform a particular function”. At first instance, Northrop J concluded that both the AutoCAD lock and the Auto Key lock were devices “having digital information processing capabilities to perform a particular function”. He next considered that Auto Key lock was a reproduction of the computer program constituted by the AutoCAD lock, because the “whole of the function of the AutoCAD lock has been reproduced in a material form by the Auto-Key lock” and upheld the appellant's claim of infringement.

In this case, Dawson J, with whom the rest of the court agreed, upheld the decision upon appeal of the Full Court of the Federal Court of Appeal, which found that Northrop J's reasoning was flawed, on the basis that if the AutoCAD lock was a computer program, the mere fact that they produce the same output does not constitute reproduction, as the way in which the output is produced is wholly different. Dawson J emphasised the distinction between ideas, systems or functions, which are not the subject of copyright, and the expressions of such ideas, which are protected by copyright. Further, where “the expression of an idea is inseparable from its function, it forms part of the idea and is not entitled to the protection of copyright”. Hence, the Auto Key lock could not infringe any copyright that may exist in the AutoCAD lock, if it is a computer program.

Further, Dawson J doubted that the AutoCAD lock was, in fact, a computer program, not on the grounds that it is hardware, but on the grounds that it was excessively simple, and did not comprise an expression of a `set of instructions'. He likened it to the simplicity of a light switch, which although served a function, could not be considered a 'set of instructions' to turn on a light.

Note that the Copyright Amendment (Digital Agenda) Act 2000 (Cth) changed the definition of 'computer program' to '… a set of statements or instructions to be used directly or indirectly in a computer in order to bring about a certain result'.

Does the Auto Key Lock infringe copyright in the computer program Widget C?

Dawson J was of the opinion that the two lower courts had considered too deeply the question of whether the two hardware devices were computer programs, holding that it is not necessary that the reproduction of a substantial part of a computer program should itself be a computer program within the Act. The evidence showed that the source of Widget C contained exactly the same table of 127 bits in decimal form as the 127 bit sequence in binary form in the Auto Key lock. “The Auto Key lock reproduces that look-up table in the EPROM which it uses. The EPROM contains a set of digits which is identical with the set of digits produced by the look-up table when read as Widget C reads it. In effect, both Widget C and the Auto Key lock contain the same look-up table”.

The fact that the respondent copied the table indirectly was of no consequence; Copyright may be infringed by copying something which is a copy of the copyright work. The look-up table was definitely copied from the output of the Auto Key lock, and was not the result of independent calculations on behalf of the appellant.

The look-up table does not have to constitute a literary work in itself. It is “sufficient that it forms a substantial part of a computer program which is a literary work in itself”. The question of what actually defines a 'substantial part' was not considered, and formed part of the basis of the case to re-consider in Autodesk v Dyason (1993).

Mason CJ, Brennan and Deane JJ, further added that the reference to 'an expression, in any language, code or notation' in the Copyright Act should not be taken to refer only to code, and that the “stored set of instructions in anon-sensate form such as electrical impulses is itself protected on the basis that copyright actually subsists in any expression or description of it which can theoretically be made in language, code or notation”.

Decision and subsequent application for rehearing

On the ground that the Auto Key lock infringed copyright in Widget C, the appeal was allowed. The respondents subsequently applied for a rehearing on the basis that they had no opportunity to contest the finding of infringement of copyright in Widget C (Autodesk v Dyason (1993)). The appeal was dismissed and the law stated was upheld.

Summary of important principles, per Mason C.J. 

The decision in Autodesk confirmed two fundamental principles. First, the definition of a 'computer program' by reference to “an expression … of a set of instructions” should be understood as conferring protection upon the set of instructions itself - which must be identified with some precision - but as doing so in a way which is adapted to the nature of copyright. Thus, the protection of computer programs is to conform to the dominant principle of copyright law that protection is given not for ideas, but only for the form of expression. … However, as the judgment of Mason C.J., Brennan and Deane JJ. makes clear, this distinction must not be applied too strictly. A distinction needs to be drawn between the relevant set of instructions and the form of storage or representations of the instructions, so that the person who reproduces a set of instructions in a different form - such as by turning source code into object code - does not escape infringement. The object of protection is the computer program, not just the particular form of storage or representation chosen by the author.

The second fundamental proposition confirmed in Autodesk derives from the first. Functionality is not the proper object of copyright protection. As Dawson J. stated in Autodesk, the purpose or function of a utilitarian work is its idea, while the method of arriving at that purpose or function is the expression of the idea.
Part II—Interpretation 
10  Interpretation
computer program means a set of statements or instructions to be used directly or indirectly in a computer in order to bring about a certain result. 
cinematograph film means the aggregate of the visual images embodied in an article or thing so as to be capable by the use of that article or thing: 
 (a) of being shown as a moving picture; or 
 (b) of being embodied in another article or thing by the use of 
which it can be so shown; 
and includes the aggregate of the sounds embodied in a 
sound-track associated with such visual images. 
literary work includes: 
 (a) a table, or compilation, expressed in words, figures or symbols; and 
 (b) a computer program or compilation of computer programs. 
4.3.2.2
Dramatic Works

Part II—Interpretation

10  Interpretation
dramatic work includes:

                     (a)  a choreographic show or other dumb show; and

                     (b)  a scenario or script for a cinematograph film;

but does not include a cinematograph film as distinct from the scenario or script for a cinematograph film.

4.3.2.3
Musical Works

No definition in Copyright Act.
4.3.2.4
Artistic Works

· Paintings, sculptures, drawings, engravings, photographs, buildings & models of buildings,  plans, diagrams

· For these materials, protection does not depend on artistic quality

· Some artistic quality is required for works of “artistic craftsmanship”

4.3.2.5
Adaptations of All Works

Part II—Interpretation

10  Interpretation
adaptation means:

                     (a)  in relation to a literary work in a non‑dramatic form a version of the work (whether in its original language or in a different language) in a dramatic form;

                     (b)  in relation to a literary work in a dramatic form a version of the work (whether in its original language or in a different language) in a non‑dramatic form;

                    (ba)  in relation to a literary work being a computer program—a version of the work (whether or not in the language, code or notation in which the work was originally expressed) not being a reproduction of the work;

                     (c)  in relation to a literary work (whether in a non‑dramatic form or in a dramatic form):

                              (i)  a translation of the work; or

                             (ii)  a version of the work in which a story or action is conveyed solely or principally by means of pictures; and

                     (d)  in relation to a musical work—an arrangement or transcription of the work.

4.3.2.6
Subject-Matter Other Than Works

· Part IV “other subject matter” - added in 1968 – usually Part IV materials are based on one or more Part III works

· Films

· feature films

· videos

· commercials

· tv programs: Network Ten v TCN Channel Nine [2002] – [2004] (“The Panel” case: [4.245] Textbook (page 245))

· multimedia works including interactive computer games: Galaxy v Sega [1997] (arcade games Virtua Cop and Daytona USA); Sony v Stevens [2003] (computer games for Sony PlayStations) – also computer programs under Part III

· Sound Recordings

· Film and Television Broadcasts

· Published editions of “works”

There is no cover for sound and television broadcasts through internet sites:

· According to a ministerial determination made pursuant to s 6 (1) (c) BSA (Cth), internet sites that provide continuous streaming services do not have copyright in the broadcast itself, unless they’re the ABC, SBS, or an accredited Broadcaster. 

4.4 Who is the Owner of the Copyright?

· Copyright is a form of intangible property

· Usually, the creator owns copyright: s35(2)

· Exceptions to the rule – someone other than the creator owns copyright - : 

· employees (s35(6)); 

· if you are an employee and you create something that qualifies for protection, the employer owns the copyright in what you’ve created

· subject to an agreement between employer/employee to the contrary

· journalists (s35(4)); 

· if write an article for print media, then the employer owns the copyright in the work, for the purposes of the print media, but if it does beyond that, and same article is used for different purposes, then the journalist owns the copyright.

· commissioned domestic or private photos, paintings, drawings (s35(5));

· ie wedding photos, then essentially the client owns the copyright, but there is usually an agreement to the contrary.

· commissioned sound recordings, films  (ss 97(3), 98(3))

· sound recordings

· the maker (the person who owned the “record” embodying the recording): s97(2)

· cinematograph films

· the maker (the person who made the arrangements necessary for the making of the film : s98(2)

· tv and sound broadcasts

· the maker (the person who provided the broadcasting service that delivered the broadcast): s99 

· published editions 

· the publisher: s100

4.5 Exclusive Copyright Rights of the Owner (and Licensee)

Copyright over a material gives the owner of it the exclusive right to do a range of acts in relation to the protected work, an adaptation of the work or other subject matter (s 13(1) CA). Each of the exclusive rights conferred on the owner extends to include the exclusive right to authorise the doing of that act by someone else (s 13(2), 36(1) and 101(1)).

· Part III materials – s 31(1)(a):

· to reproduce in a material form (reproduction) ie right to copy it

· to make an adaptation eg translate

· to publish

· to perform it in public

· to communicate to the public in electronic form 

· rental right 

· only for software and literary, dramatic, musical  works used in sound recordings

· Artistic works –s 31(1)(b):

· Reproduce in a material form

· Publish

· Communicate to the public

· Part IV materials:

· sound recordings (s 85):

· to make a copy

· cause it to be heard in public

· communicate it to the public

· enter into a commercial rental deal

· cinematograph films (s 86):

· to make a copy

· cause it to be seen or heard in public

· communicate it to the public

· Sound and television broadcasts (s 87)

· in relation to visual images in a TV broadcast - make a film of the broadcast or a copy of the film;

· in relation to sounds in a sound or TV broadcast - make a sound recording of the broadcast or a copy of the sound recording;

· to re-broadcast it or to communicate it to the public (other than by broadcasting)

· meaning of “broadcast’ considered by Federal Court and High Court in litigation over The Panel: TCN Channel Nine v Network Ten [2002], [2005] FCFCA; [2004] HCA

· see also Thoroughvision Pty Ltd v Sky Channel Pty Ltd [2005] FCA 1527 

4.5.1
Some Key Rights

· To reproduce or make copies

· reproduction in a material form (Part III work) 

· For Pt III works, to “reproduce in a material form” – “reproduce” is not defined

· “material form” is defined in s 10(1) as including any form (whether visible or not) of storage of the work or adaptation or a substantial part of the work or adaptation (whether or not the work or adaptation or a substantial part of the work or adaptation can be reproduced)

· Previously, definition referred to “any form from which the work can be reproduced” – changed because of AUSFTA

· “of storage” – means that definition is intended to operate broadly – applies to any means of capturing works from which they can be reproduced

· a work is deemed to be reproduced in a material form if it is converted from 

· hard copy into digital form; or

· Conversion of hard copy work into digital form for the first time is referred to as “first digitisation”

· digital form into hard copy: s 21(1A)

· Computer programs – reproduction means:

· compilation (source code to object code); and

· decompilation (object code to source code): s 21(5) 

· make a copy (Part IV subject matter)

· To communicate the work to the public in electronic form, ie:

· transmit it electronically, or

· make it available to the public in electronic form

· For Pt IV subject matter, the right is to “make a copy”

· a sound recording or film is deemed to be copied if it is converted from

· hard copy into digital form; or

· digital form into hard copy  (s 21(6))

· To communicate the work to the public in electronic form, ie:

· transmit it electronically, or

· make it available to the public in electronic form

Communication Right (immediately above)

· Digital Agenda Act 2000 – amended Copyright Act

· right to transmit electronically and make available online

· definition is meant to be technology neutral ie no wired/wireless distinction; broad-based ie applies to all copyright materials

· international obligations under WIPO Copyright Treaty 1996 and WIPO Phonograms and Performers Treaty 1996

4.5.2
Licensing

A licence gives the licensee permission to exercise some or all of the copyright owner’s exclusive rights but does not transfer ownership of those rights

Licences need not correspond exactly to the exclusive rights as set out in the Copyright Act – instead, they reflect the diverse uses that may be made of the copyright material in different contexts

Licences may be exclusive or non-exclusive

Exclusive licence

gives the licensee the sole right to use the copyright material

authorises “the licensee, to the exclusion of all other persons, to do an act that, by virtue of the Copyright Act, the owner of copyright would, but for the licence, have the exclusive right to do”: s 10(1)

must be in writing and signed by or on behalf of the copyright owner 

may be limited to acts comprising only a part of those which the copyright owner is entitled to exercise

Non-exclusive licences

the copyright owner grants other persons the right to exercise some or all of the exclusive rights while retaining the rights to use the copyright material

may be granted expressly or implied

the circumstances in which the copyright owner deals with the work or subject matter may give rise to an implied licence 

Trumpet Software Pty Ltd v OzEmail Pty Ltd (1996) 34 IPR 481 

software distributed as shareware so that users could test it for a limited period during which they could evaluate its suitability 

Heerey J held that was subject to an implied licence which permitted users to re-distribute the software, provided the distribution was of the software in its entirety, without any modifications, additions or deletions.

4.6 Infringement of Copyright

· The Copyright Act 1968 provides for both civil and criminal liability for infringement of the copyright owner’s exclusive rights

· Infringement may be direct or indirect

· In the absence of a defence under the Act, direct infringement  occurs where a person, without the licence of the copyright owner, does or authorises someone else to do, any of the acts within the copyright owner’s exclusive rights as spelt out in s 31 for Part III works and ss 85-88 for Part IV subject matter (ss 36(1), 101(1))

· Liability is strict unless one of the exceptions or defences provided in the Copyright Act applies. 

· For infringement to occur there must not only be a sufficient similarity between the plaintiff’s work and the defendant’s but there must also be a causal connection between the two in that one is copied or derived from the other. Copyright is not infringed if identical works are produced independently, in which case each author will obtain copyright in his or her work. 

· Direct infringement can occur innocently even though, at the time of the infringement, the defendant did not know and had no reasonable grounds for suspecting that the infringing act was an infringement of copyright. The courts have established that direct infringement may occur consciously or subconsciously.  Subconscious copying frequently occurs in relation to musical works, where someone who is not aware that they are copying produces a work very similar to an earlier work to which they must have had access (Francis Day & Hunter Ltd v Bron [1963] 1 Ch 587; Bright Tunes Music Corp v Harrisongs Music, Ltd 420 F Supp 177 (SS NY 1976)). 

· Infringement occurs not only where the act is done in relation to the entirety of the work or other subject matter, but also where it is done in relation to a substantial part of it (s 14(1))

· The Act does not define ‘substantial’, so whether a part is substantial is a question of fact in each case. 

· Quality not quantity: ie not 50% or more etc.

· It’s about the distinctive features of this work. Beethoven’s 9th symphony first few bars… would be a substantial part.

· Since authorising others to do an act in relation to a copyright in a work is one of the owner’s exclusive rights, copyright is infringed by authorising the doing of any act comprised in the copyright without the licence of the owner (ss 36(1) and 101(1)). 

· The matters to be taken into account in determining whether a person has authorised the doing of acts that infringe copyright are:  

· the extent (if any) of the person’s power to prevent the doing of the act concerned; 

· the nature of any relationship between the person and the person who did the act concerned; and 

· whether the person took any reasonable steps to prevent or avoid the doing of the act, including whether the person complied with any relevant Industry Codes of practice (ss 36(1A), 101(1A)). 

· These factors are not exhaustive and do not prevent the court from taking into account other factors, such as the respondent’s knowledge of the nature of the copyright infringement.

· Indirect infringement occurs when a person:

· imports a copyright article into Australia without the authorisation of the copyright owner; or 

· deals in infringing articles

· (1) Importation (ss 37, 102):  It is an indirect infringement for a person to import an article into Australia for the purpose of selling it, letting it for hire, offering or exposing it for sale or hire by way of trade, distributing it for the purpose of trade or any other purpose to an extent that will affect prejudicially the owner of copyright, or exhibiting the article in public by way of trade:

· without the licence of the owner of copyright in the work or other subject matter; and

· with the requisite mental element – namely, the importer knew or ought reasonably to have known, that the making of the article would have infringed copyright if the article had been made in Australia (ss 37, 102(1))

· (2) Dealing with infringing copies (ss 38, 103):  It is an indirect infringement for a person to deal with an article by selling it, letting it for hire, offering or exposing it for sale or hire by way of trade, or exhibiting it in public by way of trade:

· without the licence of the owner of copyright; and

· with the requisite mental element, namely the person dealing with the article knew or ought reasonably to have known that to make the article infringed copyright (or, if the article was imported, the making of it in Australia by the importer would have infringed copyright) (ss 38(1), 103(1)).

· Articles are regarded as having been sold for the purposes of ss 38(1) and 103(3) if they are distributed for the purpose of trade or any other purpose to an extent that prejudicially affects the owner of the copyright concerned (s 38(2), 103(2)).

4.6.1
Exceptions to Infringement of Copyright

· To balance the rights of copyright owners and the interests of the general public, the Copyright Act permits certain uses to be made of works and subject matter without the permission of the copyright owner

· Copyright Act provides for

· fair dealing exceptions to infringement (not the same as the US fair use exception)

· areas of free use of copyright materials, in the public interest

· permit the royalty-free use of even a substantial part of copyright material without the permission of the copyright owner and offer a complete defence to a claim of infringement  

· A fair dealing with a Part III work, sound recording, film or broadcast will not infringe copyright if it is done for one or more of the following purposes:  

· research or study;

· criticism or review; 

· parody or satire;

· reporting the news; or 

· judicial proceedings or giving professional legal advice (ss 40, 41, 41A, 42, 43,  103A, 103AA, 103B, 103C, 104).

· numerous royalty-free exceptions (ie no payment to copyright holder)

· it is not an infringement to:

· photograph, film or include in a television broadcast a building, a model of a building, a sculpture or a work of artistic craftsmanship which is permanently displayed in a public place or in premises open to the public (ss 65, 66)

· perform a literary, dramatic or musical work at premises where persons reside or sleep (s 46)

· Make a temporary reproduction in the course of communication (ss 43A, 111A)

· make a back-up copy of a computer program for certain specified purposes (s 47C)

· run a computer program for the purposes for which it was designed (s 47B(1))

· statutory (or compulsory) licensing schemes which permit specific uses of copyright material in return for payment of a royalty. 

· Sections 183 and 183A – C: Use of copyright material “for the services of the State” 

· Educational institutions and institutions assisting persons with a print disability or an intellectual disability – copy and communicate sound and television broadcasts (Part VA) and to reproduce and communicate works and published editions (Part VB), on condition that equitable remuneration is paid to an approved collecting society

· Section 55: re-recording of musical works, as long as the subsequent recording does not debase the work 

· Section 47A: the making of sound broadcasts of literary and dramatic works by the holders of a print disability radio licence

· Part VC : retransmissions of free-to-air broadcasts

· Sections 108(1), 109(1): public performance and broadcasting of sound recordings 

· New exceptions to permit time-device and format-shifting were introduced in 2006:

· Time-shifting: allows a person to record a radio or television broadcast so that they can listen to or view it at a more convenient time (s 111). It is not an infringement of copyright to make a film or sound recording of a broadcast provided it is made solely for private and domestic use (either on or off domestic premises) and the material broadcast is watched or listened to at a more convenient time than when the broadcast was made (s 111(1), (2)). 

· Device-shifting: applies to sound recordings - permits the owner of a copy of a  sound recording to make a copy of it for their private and domestic use on a playing device owned by them (s 109A) - introduced to legitimise the ordinary practices of consumers in using digital music players, such as iPods and mp3 players

· Format-shifting: allows owners of copyright materials in certain forms (such as books, photographs and films) to reproduce or make a copy of the material in different form (ss 43C, 47J, 110AA) - permits books, newspapers and periodicals to be reproduced in any format (s 43C), photographs in hard copy form to be reproduced in digital form and vice versa (s 47J), and films on videotape to be reproduced in digital form (eg copying a VHS tape to DVD) (s 110AA).

4.6.1.1
Fair Dealing Reforms

The fair dealing provisions in the CA are narrowly defined, applying only to acts done for one of the specific fair dealing purposes.

Announced in 2006, the Copyright Act was amended to include time-shifting and format-shifting exceptions for copyright.

The Copyright Amendment Act 2006 (Cth) inserted new provisions permitting time-shifting, device-shifting and format-shifting, as well as a more general exception for acts done for specific purposes in circumstances where a “special case” (within the meaning of TRIPS) is established. It also inserted provisions relating to parody and satire. 

TIME SHIFTING [4.290]
Exception in s 111 CA, which allows a person to record a radio or television broadcast so that they can listen to or watch it at a more convenient time. It is not an infringement of copyright o make a film or sound recording of a broadcast provided it is made solely for the purpose of private and domestic use (defined to mean inside or outside the home) (s 111(1) and (2) CR Act).

Exception does not apply where the recording is sold, distributed, played in public or rebroadcasting (s 111(3)).

DEVICE- AND FORMAT-SHIFTING [4.295]
These exceptions permit owners of articles embodying copyright materials to make use of current technologies to use the article in a different device or place. Device-shifting allows the owner of a copy of a sound recording to make a copy of it for private and domestic use on a playing device owned by them (s 109A). Format-shifting allows the owners of copyright materials, such as books, photographs and films, to reproduce or make a copy of the material in a different form (s 110AA).

Device-shifting is relevant to iPods etc. Format-shifting is relevant to scanning in books etc to be read on a screen, and copying a VHS to a DVD etc.

Exception does not apply where the recording is sold, distributed, played in public or rebroadcasting (see page 256 textbook).

4.6.2
Remedies for Infringement [4.70]
· The Copyright Act provides for both civil and criminal liability for infringement of the copyright owner’s exclusive rights

· Civil remedies

· Injunction (s 115(2))
· Damages (compensatory) (s 115(2))
· Additional damages (s 115(4)-(7))
· Account of profits (s 115(2))
· Seizure by customs
4.6.3
Criminal Offences for Infringement

· The Copyright Act 1968 contains numerous criminal offence provisions which were expanded considerably in 2006 by amendments introduced to give effect to Australia’s obligations under the Australia-United States Free Trade Agreement (2004).   

· The copyright criminal offences include: 

· engaging in commercial-scale copyright infringements that have a substantial prejudicial impact on the copyright owner (s 132AC); 

· making an article which is an infringing copy of a copyright work with the intention of selling or hiring it or obtaining a commercial advantage or profit (s 132AD);  

· selling or hiring an article which is an infringing copy of a copyright work (s 132AE); and

· offering or exposing an article for sale or hire with the intention of obtaining a commercial advantage or profit, if the article is an infringing copy of a copyright work (s 132AF).

· There are offences relating to the unauthorised recording, online communication and distribution of sound recordings of performances:

· It is an offence to make a direct recording of a performance without the permission of the performer (s 248PA) or to communicate a performance to the public without authorisation, whether the communication is of a live performance or an unauthorised recording of the performance (s 248PC) 

· Unauthorised alteration and removal of electronic rights management information is punishable as an indictable, summary or strict liability offence (ss 132AQ – 132AS) 

· There are indictable offences relating to the circumvention of technological protection measures, manufacture and other dealings in circumvention devices and the provision of circumvention services (ss 132APC–132APE)

· There is a hierarchy of criminal copyright offences: 

· indictable, 

· summary and 

· strict liability.   

· Indictable offences are subject to a fine of up to 550 penalty units ($60,500) and/or five years imprisonment

· summary offences are punishable by a fine of up to 120 penalty units and/or two years imprisonment

· for indictable offences, corporations can be fined up to 2,750 penalty units ($302,500)

· terms of imprisonment of up to five years (for indictable offences) or two years (for summary offences) can be imposed instead of, or in conjunction with, a fine

· the strict liability offences attract a penalty of up to 60 penalty units ($6,600) and are underpinned by a copyright infringement notice system - designed to deal with lower level copyright crime, such as first time offenders and street stall or market operators

4.7 Digital Rights Management

· Various technologies are available to protect copyright materials from unauthorised access and use:

· encryption, digital watermarking and embedding rights management information eg the author and terms and conditions of use

· Legal recognition of the use of DRM to protect copyright materials was introduced by the Copyright Amendment (Digital Agenda) Act 2000

· anti-circumvention provisions which make it unlawful to deal in devices or services designed to circumvent technological protection measures 

· prohibitions on the removal or alteration of electronic rights management information (ERMI)

4.7.1
Anti-Circumvention Devices

· Digital Agenda Act 2000 inserted new civil and criminal infringement provisions into Div 2 Pt V of Copyright Act prohibiting:

· dealings in devices or services that enable circumvention of technological mechanisms designed to prevent or inhibit copyright infringement by controlling access to or copying of the copyright material (s 116A); and

· altering or removing digital rights management information (ss 116B and 116C)

· Anti-circumvention provisions:

· “circumvention device”: 

· a device, (including a computer program) with only a limited commercially significant purpose or use, or no purpose or use, other than the circumvention, or facilitating the circumvention, or of an effective technological protection measure

· “circumvention service”: 

· as for circumvention device

· Section 116A

· Where a work or subject matter is protected by a technological protection measure (TPM), it is an infringement to do any of the following without permission of copyright owner or excl licensee: 

· make a c-dev capable of circumventing the TPM;

· sell, hire, promote, advertise or market a c-dev; 

· distribute a c-dev for purposes of trade or another purpose prejudicial to copyright owner’s interests;

· exhibit or import a c-dev for commercial purpose; 

· make a c-dev available online, to the prejudice of the copyright owner

· Equivalent to s1201(a)(2) Digital Millennium Copyright Act  1998 (US) 

· BUT, the prohibition relating to TPMs did not originally apply to the use of such devices/services, as was the case in the US Digital Millennium Copyright Act 1998 – note that this was changed in the 2006 amendments to the Copyright Act;

· See comment by Lindgren J in Sony v Stevens [2003] FCA FC:

· s116A applies to making of c-devs and trading activity only; does not apply to acts by ordinary users of c-devs; “a user does not infringe copyright any more than the reader of a book infringes the copyright in a literary work embodied in it.”

· “technological protection measure”, s10(1)

· device or product, or a component incorporated into a process, designed, in the ordinary course of its operation, to - 

prevent or 

inhibit 

- the infringement of copyright in a work or other subject matter by either or both of the following means:

· (a) by ensuring that access to the work or other subject matter is available solely by use of –

· an access code or 

· process (including decryption, unscrambling or other transformation of the work or other subject-matter) 

with the authority of the owner or licensee of the copyright; or

· (b) through a copy control mechanism

· Anti-circumvention provisions (s 116A):

· “circumvention device”: 

· a device, (including a computer program) with only a limited commercially significant purpose or use, or no purpose or use, other than the circumvention, or facilitating the circumvention of, an effective technological protection measure

· “circumvention service”: 

· as for circumvention device

· Note: must have no commercially significant purpose or only a limited commercially significant purpose other than facilitating the circumvention of a TPM

· Digital Millennium Copyright Act 1998 (US) - DMCA

· Universal City Studios v Remeirdes (2000) (US)

· Decryption of DVD security software system CSS to create DeCSS  - argued that it was done to play DVDs on Linux platform

· Kaplan J found that DeCSS infringed the DVD encryption; publisher of hacker magazine 2600 banned from distributing DeCSS

· Kabushiki Kaisha Sony Computer v Stevens (“Sony v Stevens”) 

· Eddy Stevens - trading in mod chips for Sony PlayStations

· Was there a TPM? Had it been “circumvented” by the mod chips?

· Regional Access Code (RAC) on PlayStation game CD-ROMs + Boot ROM on circuit board of SonyPlaystation console – was this a TPM? – Separately or combined?

· HELD

· [2002] Fed Ct – Sackville J

· held NOT to be a technological protection measure 

· [2003] – FCA Full Ct – French, Lindgren, Finkelstein JJ

· Overturned Sackville J’s decision – held there was a TPM

· [2005] HCA 58

· High Court overturned Full Federal Court and reverted to interpretation at first instance

· Protection for electronic rights management systems (ERMI) - a technological mechanism used by copyright owners to protect their material - typically includes information about the copyright material, the owner’s details, terms and conditions of use 

· allows digital copyright material to be described, identified, monitored and tracked, enabling a copyright owner to potentially monitor every instance of access to and use of their copyright material

· Copyright is infringed by the removal or alteration of any electronic rights management information attached to a copy of a copyright work or subject matter without the permission of the copyright owner or exclusive licensee: s 116B

· “ERMI” – defined in s10(1) of the Copyright Act 1968  -  electronic information, (including numbers or codes representing such information) which is either attached to or embodied in the copyright material, or appears in connection with a communication or the making available of the copyright material.

· The information either identifies the copyright material and its author or copyright owner, or identifies or indicates the terms and conditions of use of the copyright material, or indicates that use of it is subject to terms and conditions

· Prior to the USFTAI Act, penalties only applied to the unauthorised removal or alteration of ERMI that was attached to a copy of a copyright work or other subject matter: s 116B(1)(a) and (b). 

· The USFTAI Act extended liability to include the unauthorised removal or alteration of ERMI that is separate from, but appears in connection with – for example, near or in conjunction with, or has at some point in time appeared in connection with – a copy of the work or other subject matter.

· Electronic rights management info, s10(1):

· (a) info attached to or embodied in copyright material that 

· identifies the material and its author or copyright owner; or

· identifies or indicates some or all of the terms and conditions on which the material may be used, or indicates that the use of the material is subject to terms or conditions ; or 

· (b) any numbers or codes that represent such information in electronic form

· Note: (b) refers to info in electronic form, but (a) is not restricted in this way

· Definition is broad enough to include any information attached or embodied in material eg a simple copyright statement or notice as well as invisible digital watermarks

· To be liable under s 116B, the defendant  must have known or ought reasonably to have known that the removal or alteration would induce, enable, facilitate or conceal an infringement of copyright: s 116B(1)(c) 

· Unless the defendant proves otherwise, it is presumed that he knew or ought reasonably to have known that the removal or alteration of the ERM info would induce, enable, facilitate or conceal an infringement of copyright: s 116B(3)

· S 116C – it prohibits:

· removal or alteration of any ERM info attached to copyright material

· without the permission of the owner or exclusive licensee of copyright

· knowing or ought reasonably to have known that removal or alteration would facilitate, enable or conceal copyright infringement

· prohibits commercial dealings in works whose ERMI has been removed or altered

· if ERM info has been removed or altered and

· a copy is distributed or imported for trade or communicated to the public

· knowing or ought reasonably to have known that the ERMI had been removed or altered to facilitate, conceal or enable infringement

· Criminal Offences: s 132(5C), (5D)

· removal or alternation of ERMI knowing or reckless as to whether doing so will enable, facilitate or conceal infringement

· distribution of copies of material from which ERMI has been removed, with requisite mental element 

Part II—Interpretation 
10  Interpretation  
 (1) In this Act, unless the contrary intention appears: 
access control technological protection measure means a device, product, technology or component (including a computer program) that: 
 (a) is used in Australia or a qualifying country: 
 (i) by, with the permission of, or on behalf of, the owner or the exclusive licensee of the copyright in a work or other subject-matter; and 
 (ii) in connection with the exercise of the copyright; and 
 (b) in the normal course of its operation, controls access to the work or other subject-matter; 
but does not include such a device, product, technology or component to the extent that it: 
 (c) if the work or other subject-matter is a cinematograph film or computer program (including a computer game)—controls geographic market segmentation by preventing the playback 
in Australia of a non-infringing copy of the work or other subject-matter acquired outside Australia; or 

(d) if the work is a computer program that is embodied in a machine or device—restricts the use of goods (other than the work) or services in relation to the machine or device. 
For the purposes of this definition, computer program has the 
same meaning as in section 47AB. 
circumvention device for a technological protection measure means a device, component or product (including a computer program) that:

(a) is promoted, advertised or marketed as having the purpose or use of circumventing the technological protection measure; or 
 (b) has only a limited commercially significant purpose or use, or no such purpose or use, other than the circumvention of the technological protection measure; or 
 (c) is primarily or solely designed or produced to enable or facilitate the circumvention of the technological protection measure. 
For the purposes of this definition, computer program has the 
same meaning as in section 47AB. 
circumvention service for a technological protection measure means a service that: 
 (a) is promoted, advertised or marketed as having the purpose or use of circumventing the technological protection measure; or 
 (b) has only a limited commercially significant purpose or use, or no such purpose or use, other than the circumvention of the technological protection measure; or 
 (c) is primarily or solely designed or produced to enable or facilitate the circumvention of the technological protection measure. 
controls access: a device, product, technology or component (including a computer program) controls access to a work or other subject-matter if it requires the application of information or a process, with the permission of the owner or exclusive licensee of the copyright in the work or other subject-matter, to gain access to the work or other subject-matter. 

technological protection measure means: 
 (a) an access control technological protection measure; or 
 (b) a device, product, technology or component (including a computer program) that: 
 (i) is used in Australia or a qualifying country by, with the permission of, or on behalf of, the owner or the exclusive licensee of the copyright in a work or other subject-matter; and 
 (ii) in the normal course of its operation, prevents, inhibits or restricts the doing of an act comprised in the copyright; 

  but does not include such a device, product, technology or 
component to the extent that it: 

 (iii) if the work or other subject-matter is a cinematograph film or computer program (including a computer game)—controls geographic market segmentation by preventing the playback in Australia of a non-infringing copy of the work or other subject-matter acquired outside Australia; or 
 (iv) if the work is a computer program that is embodied in a machine or device—restricts the use of goods (other than the work) or services in relation to the machine or device. 
For the purposes of this definition, computer program has the 
same meaning as in section 47AB. 
4.7.2
Sony Computer v Stevens

Sony v Stevens [2002] FCA 906

The digital environment changes the way  copyright material is accessed and used. This case is the first decision to consider the ‘technological protection measures’ and ‘circumvention device’ provisions inserted in the Australian Copyright Act, 1968(Act) to comply with Article 11 of the WIPO Copyright Treaty. These provisions give copyright owners whose material is protected by ‘technological protection measures’ a right of action against persons who make, sell or deal in ‘circumvention devices’ capable of circumventing those ‘technological protection measures’. This test case has, not surprisingly, been appealed at first instance.

Facts:

The proceedings relate to Sony’s PlayStation Technology. PlayStation games are embodied in computer programs which are supplied on CD-ROMs and can be played on ordinary television sets by means of a special console. Sony owns the copyright in the computer program and also manufactures and sells the consoles. Each genuine CD-ROM incorporates an access code on a section of the disk, but may only be read by a chip known as the Boot ROM located in the console. When a game is inserted in the console, the console’s Boot ROM checks for the access code. If the disk does not contain a code or does not contain the correct code, the console will not allow the game to be played. In different areas of the world different access codes are used on the PlayStation games (known as ‘regional coding’). 

These codes mean that CD-ROMs sold in America can not be used on a PlayStation bought in Australia. Sony alleged that Mr  Stevens had sold converter chips and installed them in Sony’s PlayStation consoles that allowed the consoles to play both pirated copies of the PlayStation games and authorised games with other regional codes made in other parts of the world. Sony claimed, among other things, that such conduct was a contravention of the Act, as the practice of regional coding is a ‘technological protection measure’ and the chips installed by Mr Stevens constituted ‘circumvention devices’. At the time, parallel importation of software, and the distribution of such software without the permission of the Australian copyright owner was illegal. [Note that this has since changed with the introduction of The Copyright Amendment (Parallel Importation) Act,2003 which now allows for the commercial importation and distribution of software so long as it was made with the consent of the copyright owner in the country in which it was made.]

Decision at First Instance:

At first instance, Justice Sackville held that the chip and the access codes did not constitute a "technological protection measure" as referred to in section 116A(1) of the Copyright Act, and thus that Stevens' mod chips were not infringing circumvention devices. Justice Sackville reasoned that Sony's chip and access code was not designed to prevent or inhibit post-access infringement of copyright, but simply deterred such infringement. It was not enough, he held, to simply discourage infringement, holding that the devices did not constitute "technological protection measures".

Accordingly, Sackville J did not address whether the mod chips were circumvention devices. He did, however, suggest on the basis of evidence produced by the parties, that the mod chips had a limited commercially significant use other than circumventing Sony's protection measures. Thus, had Sony's chip and access code combination qualified as a technological protection measure, Sackville J would likely have held that the mod chips were circumvention devices. 

It was held that:

‘a “technological protection measure”, as defined, must be a device or product which utilises technological means to deny a person access to a copyright work ,or which limits a person’s capacity to make copies of a work to which access has been granted, and thereby ‘physically’ prevents or inhibits the person from undertaking acts which ,if carried out, would or might infringe copyright in the work.’

The Court held that Sony’s regional coding was not a ‘technological  protection measure’. The Court found that the purpose and practical effect of the regional coding was to deter people from infringing.

Sony’s copyright by making, importing or trading in unauthorised copies of PlayStation games, but that this general purpose was not enough to characterise the regional coding as a technological protection measure. In order to be characterised as a technological protection measure, the device must directly inhibit or prevent people from making copies of PlayStation games. In support of its argument that its regional coding was a ‘technological protection measure’, Sony also argued that its coding prevented infringement of:· copyright in its computer program by preventing reproduction of the game from an unauthorised CDROM onto the random access memory (RAM) within the console. The Court held that in relation to computer programs, the temporary storage of data in a computer’s RAM does not constitute infringement of copyright in a computer program.· copyright in the cinematograph film comprised in the sound and images forming part of the game which would be uploaded into the RAM and reproduced if not for the Boot ROM and access code. The court held that the visual images generated by the playing of a computer game constituted a film. However, the judge found that:

‘… in the absence of clearer and more detailed evidence … I cannot conclude … , that the ‘ephemeral embodiment’ of a small proportion of images in the RAM constitutes the act of making a copy of the cinematograph film.’

Decision on Appeal to FCA [2003]:

The Full Federal Court overturned the first instance ruling, holding that Sony's hardware/software combination was in fact a "technological protection measure", as it inhibited infringement by making it impossible to use the unauthorised copies. This finding turned on the justices' understanding of what constitutes a "technological protection measure", which they interpreted on the basis of the ordinary meanings of language used in the definition. In addition, a majority of the Full Court (French and Lindgren JJ) affirmed that Justice Sackville was correct in holding that infringing reproductions of computer programs or games are not created in the random access memory of a PlayStation console when a game is played. 

However, by majority, the Full Court agreed with the court at first instance on the two other issues argued by Sony, being: 

· that there is not a reproduction of the computer programs in the RAM of the PlayStation console when a game is played; and·

· that there is not a copy of the game, regarded as a ‘cinematograph film’ made in the RAM when a game is played.

Decision on Appeal to High Court [2005]:
In October 2005, the HCA unanimously overturned the decision of the FCA and held that the Boot ROM was not a TPM and confirmed that Eddie Stevens was not liable for infringement of s 116A of the Copyright Act. The court also agreed with Sackville J and the majority of the FCA that Sony’s arguments based on temporary reproduction in RAM could not be sustained.

The mod chip is merely for the purpose of accessing the computer program in the CD-Rom and thereafter visually to apprehend the result of the exercise of the functions of the program.

The court also noted that the definition of TPM was a compromise between the respective interests and that there was a reluctance to give to copyright owners a form of broad access control and this reluctance is manifest in the inclusion of the definition of a TPM of the concept of prevention or inhibition of infringement.

McHugh J said that if the definition of a TPM was to be read as Sony wanted it to be, that is, to include devices designed to prevent access to material, with no inherent or necessary link to the prevention or inhibition of infringement of copyright, this would expand the ambit of the definition beyond that naturally indicated by the text of the Act.

NOTE: Postscript to Sony v Stevens
The Copyright Amendment Act 2006 (Cth) introduced significant changes to the provisions relating to the circumvention of TPMs. The definitions are now much wider, but they still do not include TPMs designed solely for other purposes, such as market segmentation etc (as was the case in Sony). There has been some conjecture as to whether or not the new wording preserves the ratio in Stevens v Sony (the HCA decision).

Information from Nic Suzor’s article: Will Mod Chips Be Legal in Australia?

In 2005, the Australian High Court ruled that the combination of the boot ROM and region coding in Sony PlayStations and PlayStation games was not a Technological Protection Measure (TPM). Under the old law, a device had to ”prevent or inhibit” the infringement of copyright. Because Sony's technology didn't prevent a copy being made, but only stopped the copy being played in the PlayStation, then it couldn't prevent or inhibit the copying that had already taken place.

This may have changed in the recent changes to Australia's copyright legislation. The definition of a Technological Protection Measure (TPM) was changed from a device designed to 'prevent or inhibit', to a device designed to 'prevent, inhibit, or restrict' the infringement of copyright. This effect of inserting the broader term 'restrict' seems to be to legislate around the High Court's decision in /Stevens v Sony/, meaning that a PlayStation may well be a TPM under the new law, and dealing with mod-chips may soon be illegal.

The changes also introduce a new category of protected devices, called Access Control Technological Protection Measures (ACTPMs). An ACTPM is defined as a device used within Australia in connection with the exercise of copyright, which controls access to the copyright work.2) For ACTPMs, unlike TPMs, it is illegal not only to manufacture or supply a circumvention device or service, but also to actually circumvent the measure. Previously, if you could obtain a circumvention device (mod-chip) from outside of Australia, there would be no restriction on you using that mod-chip yourself; but you couldn't have it done for you. Now, if the device is an ACTPM (but not a TPM), then actual circumvention may result in civil liability,3) and, if done for commercial advantage or profit, criminal sanctions.4) For both TPMs and ACTPMs, the manufacture, importation, distribution, or communication of a circumvention device, or the provision of a circumvention service, will attract both civil and criminal liability, with punishments up to 5 years imprisonment.5)
There is an exception in the new law which provides that a region coding device is neither an ACTPM or TPM, and a device or service designed to circumvent it will not be either a circumvention device or a circumvention service respectively. This means that a device which only has the function of preventing use in Australia of a film, game, or computer program which was purchased outside Australia, will not be protected. (It is important to note that this exception is very narrowly worded - for example, the law may not apply to allow circumvention of a device which restricts use of a game or movie to a particular State or city within Australia.)

The situation becomes more complicated when a single device has functions which both prevent use in Australia and either (a) control access to the copyright work (an ACTPM); or (b) prevent, inhibit or restrict the infringement of copyright (a TPM). Most technical locks on current game consoles arguably have both of these functions - the Sony PlayStation itself, if found to be a TPM under the broader definition of TPM, has both a TPM function and a region coding function.

The question becomes how the new exception will be interpreted, and how tightly manufacturers couple unprotectable region codes with protected TPMs or ACTPMs. In their submission to the House of Representatives Standing Committee on Legal and Constitutional Affairs (LACA) review into Technological Protection Measures, the IEAA stated that “[a]ccess controls used to enforce region coding are tightly coupled with additional and inseparable access controls that distinguish genuine from pirated games”.6) The LACA Committee did not accept that this must always be the case, however, and noted that it should be practically possible to isolate region coding elements from TPM elements.7)
Where the manufacturer creates a dual purpose device, it will be an ACTPM or TPM, but not “to the extent” that it controls market segmentation. This can be read to mean that to the extent that it otherwise controls access, the device will still be an ACTPM or TPM. If a user can circumvent only the regional coding, and no more, then that circumvention will be permissible. A more difficult question arises when the user, in circumventing the region coding, also circumvents the TPM, and whether it was strictly necessary to do so or not. It is unclear under the new law whether circumvention will be prohibited in this case.

 There is an argument that can be made that if it is not possible to separate the functions of a legitimate TPM or ACTPM from region coding functions, then none of the combination will be a TPM or an ACTPM. Neither the legislation nor the secondary materials, however, provide any clear guidance as to the extent to which this argument is correct. If this argument is correct, then it is still unclear that where it may be technically possible but extremely difficult and expensive to circumvent only the region coding, whether a 'reasonableness' test would be implied to excuse circumvention of both.

While it may be technically possible to circumvent only the region coding portion of a dual purpose device, it may be prohibitively difficult to do so. Most mod-chips bypass the entire device completely. In the Blizzard v BNetD case, the modders had to bypass a check to allow them to use their games on an interoperable server. In doing so, and because they didn't have the information required to implement their own checks, they also bypassed the CD-key authenticity check.8)) This was held to be an illegal circumvention. If a modder is required to bypass only the region coding portion of a dual purpose device, instead of a simple bypass, they may have to engage in very difficult low level reverse engineering, and may even require confidential information to reconstruct a working access control. By relying on this requirement, a manufacturer can construct a region coding which, while technically legal to remove, would be very nearly (but not quite) impossible to remove without also removing the access code.

 When asking, then, whether mod-chips will be permitted under the new law, there are a number of questions:

· Does the device ”control access” to a copyright work? If so, then the device may be an ACTPM, and circumvention will normally be prohibited, as will dealing with or providing mod-chips or circumvention services.
· If not, does the device “prevent, inhibit or restrict” the infringement of copyright? If so, the device may be a TPM, and while actual circumvention by people with the technical skill to do so will be allowed, dealing with or providing mod-chips or circumvention services will be prohibited. The new wider language of this test means that the device in the PlayStation may well be a TPM, where it wasn't under the old law.
· If the device also implements region coding, does the mod-chip only circumvent the region code and leave the access control or the TPM intact? If so, the mod-chip will be legal.
· If the device also implements region coding, and the mod-chip circumvents both the region code and the access control or TPM, the position is still unclear. A Court may ask whether it was reasonable for the chipper to circumvent the TPM or ACTPM in order to bypass the region code. Alternatively, a Court may take the narrower approach and ask only whether it was technically necessary to do so. This is a fundamental uncertainty in the new law, and one which may take another test case, many years, and potentially another High Court decision to resolve.
 It is not clear whether mod-chips are legal in Australia. The new law is more restrictive than the old law, because the definition of TPM is broader. This means that a mod-chip which allows the playing of homebrew games may not be allowed, where it would have been under the old law after /Stevens v Sony/. A mod-chip which only allows playing of games from other regions will probably be allowed. What about a device which does both? The answer is unclear at best.

The great danger of this new legislation, in addition to the fact that the types of protected devices has been significantly expanded, lies in the ability of a copyright owner to design around the limitations of the wording. A TPM can be designed to also be an ACTPM, in order to obtain protection from actual circumvention. An unprotected region code can be rendered protectable by creating a dual purpose device in which the functions are separated but any method of circumvention necessitates circumvention of both the access control and the regional coding. The manufacturer is the only person in the position to confine a device to specific functions, but this legislation does not impose any clear obligation to do so. Instead, it provides an incentive to create dual purpose devices.

There remains much uncertainty as to whether the circumvention of region coding in Australia will be legal under the new legislation, and the ambiguity within the legislation provides a potential loophole for manufacturers to obtain legal protection for devices which would not ordinarily be protected. It will now be up to the Courts, again, to determine when Australians have the right to remove arbitrary or anticompetitive restrictions imposed upon their property by copyright owners.

Electronic Rights Management Systems

· Increasingly allows the material to be tracked, prescribed, and monitored by the owner.

· Also indicates a code as law measure protected by actual law. The whole licensing terms may be embedded in the code, allowing possible tracing. 

· Copyright is infringed by the removal or alteration of any electronic rights management information attached to a copy of a copyright work or subject matter without the permission of the copyright owner or exclusive licensee: s 116B

· Electronic rights management info, s10(1):

(a) info attached to or embodied in copyright material that 

identifies the material and its author or copyright owner; or


identifies or indicates some or all of the terms and conditions on which the material may be used, or indicates that the use of the material is subject to terms or conditions ; or …. (over)

 (b) any numbers or codes that represent such information in electronic form

Note: (b) refers to info in electronic form, but (a) is not restricted in this way

Defn is broad enough to include any information attached or embodied in material eg a simple copyright statement or notice as well as invisible digital watermarks

· To be liable under s 116B, the defendant  must have known or ought reasonably to have known that the removal or alteration would induce, enable, facilitate or conceal an infringement of copyright: s 116B(1)(c) 

· Unless the defendant proves otherwise, it is presumed that he knew or ought reasonably to have known that the removal or alteration of the ERM info would induce, enable, facilitate or conceal an infringement of copyright: s 116B(3)

· s116C prohibits

· removal or alteration of any ERM info attached to copyright material

· without the permission of the owner or exclusive licensee of copyright

· knowing or ought reasonably to have known that removal or alteration would facilitate, enable or conceal copyright infringement

· s116C prohibits commercial dealings in works whose ERMI has been removed or altered

· if ERM info has been removed or altered and

· a copy is distributed or imported for trade or communicated to the public

· knowing or ought reasonably to have known that the ERMI had been removed or altered to facilitate, conceal or enable infringement

· S132(5C), (5D) create criminal offences

· removal or alternation of ERMI knowing or reckless as to whether doing so will enable, facilitate or conceal infringement

· distribution of copies of material from which ERMI has been removed, with requisite mental element 
4.8 Dealings with Copyright

· intangible personal property

· transmissible by assignment, will, devolution by operation of law: s196(1)

· Can be sold (assigned) or licensed

· Assignment - involves the transfer of ownership rights from one person to another 

· May be of the entire copyright or it may be partial in that it is limited in some way: ss 196(2) 

· to be legally effective, an assignment must be in writing and signed by or on behalf of the assignor (s 196(3))

· assignment can be limited in any way: s 196(2)

· time 

· place 

· rights 

· Licensing

· A licence gives the licensee permission to exercise some or all of the copyright owner’s exclusive rights but does not transfer ownership of those rights

· Licences need not correspond exactly to the exclusive rights as set out in the Copyright Act – instead, they reflect the diverse uses that may be made of the copyright material in different contexts

· Licences may be exclusive or non-exclusive

· Exclusive licence

· gives the licensee the sole right to use the copyright material

· authorises “the licensee, to the exclusion of all other persons, to do an act that, by virtue of the Copyright Act, the owner of copyright would, but for the licence, have the exclusive right to do”: s 10(1)

· must be in writing and signed by or on behalf of the copyright owner 

· may be limited to acts comprising only a part of those which the copyright owner is entitled to exercise

· Non-Exclusive Licences

· the copyright owner grants other persons the right to exercise some or all of the exclusive rights while retaining the rights to use the copyright material

· may be granted expressly or implied

· the circumstances in which the copyright owner deals with the work or subject matter may give rise to an implied licence 

· Example is Trumpet Software Pty Ltd v OzEmail Pty Ltd (1996) 34 IPR 481

· Heerey J held that software distributed as shareware so that users could test it for a limited period during which they could evaluate its suitability was subject to an implied licence which permitted users to re-distribute the software, provided the distribution was of the software in its entirety, without any modifications, additions or deletions.

· Open Access Licensing Models

· Creative Commons (CC) – see www.creativecommons.org 

· Attribution

· Non-Commercial

· Derivative works

· Share Alike

4.9
Internet-Related Issues with Copyright

1. Temporary reproduction and caching 

a. Copyright control reproduction and communication. Machine browsing could copyright infringement. Under CR Act, copy used in usual course of using technology not infringement.
b. Caching: here, ISP may store a local copy of webpage so what extent can ISP take copy of material for own economic gain. Here, caching is done at direction of user so permissible. 
2. Linking

3. Peer to Peer file Sharing 

Copyright industry sued tool for allowing sharing of music: see Napster; Grockster; Kazaar: N had list songs on registry. Held: N liable for facilitating copyright because level of knowledge of activity. Intermediaries have been held liable: YouTube. This may stifle innovation and monopolies. 

4.  Digital Rights Management

Here, various technologies used to protect unauthorised access to access (eg encryption, digital watermarking and embedding rights management information). Digital Agenda Act recognised use of DRM to protect copyright materials. Altering or removing DRM is offence: ss 116B, 116C. 

5. Protection of electronic rights management information

Here, prohibitions on removal or alteration of electronic rights management information (ERMI): s 116B, 132AQ-132AS. Embed name of copyright owner and terms and conditions of use into musical film to allow digital copyright material described, identified, monitored/ tracked, enabling copyright owner to potentially monitor every instance of access to and use of their copyright material. 

	Definition: s 10(1) (a)(b)
	Electronic information, (including numbers or codes in electronic form) which is either attached to or embodied in the copyright material, or appears in connection with a communication or the making available of the copyright material which identified terms and conditions material used. eg copyright statement or digital watermarks.

	Prior to AUSFTA
	Penalty only applied to unauthorized removal or alteration of ERMI attaching to a copy of copyright work or other subject matter: s 116B(1)(a)(b).

	AUSFTAI Act
	Extend liability to unauthorized removal or alteration of ERMI separate from but is in connection or in conjunction with copy of work or subject matter. X must know or reas know removal/alteration would induce, enable, facilitate, conceal infringe: s116(1)(c). This is a rebuttable presumption: s116B(3) (ie onus of defendant to prove otherwise). 

· s 116C: prohibition against (1) removal or alteration of ERM attached to copyright material (2) without permission of owner or exclusive licensee (3) knowledge

· s 116C:  prohibits dealings in works whose ERMI removed or altered if (1) ERMI removed or altered (2) copy distributed for trade (3) knowledge of ERMI. 

	Criminal Offences: s 132(5C)
	· removal or alternation of ERMI knowing or reckless as to whether doing so will enable, facilitate or conceal infringement

· distribution of copies of material from which ERMI has been removed, with requisite mental element 


6. Google at 277

ANTI CIRCUMVENTION LAWS 

Here, copyright owner use technology to lock up content separate from bundle of rights under CRA.  May have rights in relation to research and study but immaterial if copyright owner employs TPM. 

	Definitions: s 10(1)
	· Circumvention device: device limited commercially significant purpose other than circumvention or facilitating circumvention of effective TPM

· Circumvention service: service limited commercial significant purpose other than circumvention or facilitating circumvention of effective TPM

· TPM: device or product designed to prevent or inhibit infringement of copyright in work or subject matter by (a) ensuring access to work or other subject matter access code or process (encryption, unscrambling) (b) copy control mechanism. 

	Prior Provision: 

s 116A
	Where content protected by TPM designed to prevent/inhibit copyright infringement by control access to or copying of copyright material and (1) make circumvention device capable of circumventing TPM (2) sell, hire, promote, advertise, market (3) exhibit or import circumvention device for commercial purpose (4) circumvention device available online to prejudice of circumvention device owner. 

	Background
	Above provisions not apply to actual use of device but making and distributing and also did not apply to ordinary circumvention devices but those in trading activity: per Lindgren in Stevens. Changed in 2006 with AUSFTAI. 

	Offences
	Offence for circumvention of TPM, manufacture and other dealing: s 132APC/132APE

	Reimerdes 
	Decryption of DVD security software system CSS to create DeCSS  - argued that it was done to play DVDs on Linux platform: Kaplan J found that DeCSS infringed the DVD encryption; publisher of hacker magazine 2600 banned from distributing material which was free from TPM – using a process to get around TPM. Held: was infringing.

	Stevens
	Trading in mod-chips PlayStations - buy SP at cheaper prices than Australia but these machines carried with them chip to determining what jurisdiction use material. It was coded for US use only. Mod-chip overcome this code. Regional Access Code (RAC) on PlayStation game CD-ROMs + Boot ROM on circuit board of SonyPlaystation console – was this a TPM? – Separately or combined? S traded in mod chips for these access code. Is this RAC contained in cd a circumvention measure? and is mod chip a circumvention device. Two components – RAC and boot rom on circus board – together are they TPM or could they be considered separately. Sackville: not TPM but marketing arrangements. Full Court: reversed Sackville. High Court: not TPM. 


5.0
PATENTS IN CYBERSPACE

5.1
General Information and History of Patents

A patent is a grant of exclusive rights to commercially exploit a novel, inventive and industrially applicable advance in the form or use of technology.

Patents are dealt with under the Patents Act 1990 (Cth), and are administered by Intellectual Property (IP) Australia headed by the Commissioner of Patents.

Patents are granted for new and non-obvious inventions that are useful and contribute to economic advancement. 

A patent can be granted for a device, substance, method or process – or a combination of them

History of Patent System

· Oldest, strongest form of IP - originated in Venice in Italian Renaissance (mid 15th century) – Venetian Statute of 1474  - similar in many ways to a modern patent statute:

· We have among us men of great genius, apt to invent and discover ingenious devices; … If provision were made for the works and devices discovered by such persons, so that others who may see them could not build them and take the inventor’s honour away, more men would then apply their genius, would discover and would build devices of great utility and benefit to our Commonwealth.

· In English law, in mid-1500s, Crown was granting monopolies, in return for annual payments to the Crown, royalties

· House of Commons moved to abolish monopolies, except for the grant of Patents for Inventions 

· Enacted Statute of Monopolies in 1623, banning monopolies but creating a special limited exception in s 6

· s 6 established an exception for “letters patent and grants of privilege for the term of 14 years or under hereafter to be made for the sole working or making of any manner of new manufacture within the realm to the true and first inventor and inventors of such manufactures which others, at the time of making such letters patent or grant, shall not use, so long as  they be not contrary to the law or mischievous to the State …or generally inconvenient” 

· Reference to “manner of (new) manufacture” retained in current 1990 Patents Act

Patents

· Confer a limited monopoly

· Lasts for 20 years from priority date

· Owner obtains an exclusive right to exploit it (defined in schedule 1)

· for products: to make, hire, sell, dispose of; offer to make, hire, sell, dispose of; use or import

· for processes or methods: to use it, or do any of the above acts in relation to a product resulting from use of the method

· A patentable invention must be a “manner of manufacture” within the meaning of s6 of the Statute of Monopolies: s.18(1)(a), 18(1A)(a) Patents Act 

· “Invention” defined in Patents Act as:

· “any new manner of manufacture the subject of letters patent or grant of privilege within s6 of the Statute of Monopolies”

· Some subject matter is considered inherently unpatentable:

· the materials protected by copyright

· ideas per se

· mathematical algorithms ( important

· in terms of computer programs, we know that computers embody a mathematical algorithm 

· scientific principles

· laws of nature

· Leading case on meaning of “manner of manufacture” is Re NRDC (HCA 1959):

Re NRDC (HCA 1959)

FACTS

Discovered a method of using this product to eradicate weed without affecting the normal crops using a known substance. That substance had well-settled uses in other areas.

HELD

“manufacture” is a general title to describe the category of patentable inventions

not simply a matter of verbal interpretation

any attempt to precisely define “manufacture” will fail

don’t apply literal meaning to manufacture, not necessarily in a factory etc.

a patentable invention is one that offers some advantage which is material, in the sense that it belongs to a useful art as distinct from a fine art … its value to the country is in the field of economic endeavour;

“Is this a proper subject matter of letters patent according to the principles developed for application of s.6 of Statute of Monopolies?

5.2
Categories of Patents

· Patent confers monopoly from date of filing of complete specification (“date of the patent”)

· 20 years for standard patents s 67

· 5 year extension for some pharmaceutical patents s 70

· 8 years for innovation patents

5.2.1
Standard Patents

· For standard patents – s 18(1):

· Manner of manufacture within the meaning of s 6 Statute of Monopolies 

· When compared with prior art base before the priority date of the claim, is

· Novel (see para [5.20])

· Involves an inventive step (see para [5.25])

· Utility

· Following the instructions allows the invention to be produced (see para [5.30])

· Secret use (see para [5.35])

· Not secretly used before the priority date of the claim by or with the authority of the patentee

· But use for reasonable trial, experiment is ok, also use occurring in context of a confidential disclosure; use for a purpose other than trade or commerce; use by the Cth, State

· Merely demonstrating an invention in confidential circumstances to assess market potential may be a secret use which will preclude patenting

· Exclusion

· Human beings and biological processes for their generation (s 18(2))

5.2.2
Innovation Patents

· Innovation patents introduced in 2001

· Replace earlier petty patents (introduced in 1979)

· Intended to offer more appropriate protection for lower-level inventions representing incremental advances 

· Provides local industry with a cheap form of patent which is fast and relatively easy to obtain

· For innovation patents – “inventiveness” is replaced with “innovativeness”: s 18(1A)

· Manner of manufacture within meaning of s 6 of Statute of Monopolies

· When compared with prior art base before the priority date of the claim is

· Novel (5.20)

· Involves an innovative step (5.25) ( NOTE: lower threshold than for a “standard” patent

· Is useful (5.30)

· Was not secretly used before the priority date of the claim by or with the authority of the patentee (5.35)

· Not secretly used before the priority date of the claim by or with the authority of the patentee

· But use for reasonable trial, experiment is ok, also use occurring in context of a confidential disclosure; use for a purpose other than trade or commerce; use by the Cth, State

· Merely demonstrating an invention in confidential circumstances to assess market potential may be a secret use which will preclude patenting

· Exclusion

· Plants and animals and the biological processes for generating plants and animals (s 18(3))

· However, does not apply if the invention is a microbiological process or the product of such a process (s 18(4))

5.3
Patent Applications (Process)

· Any person can apply for a patent – 2 or more can apply jointly (s 29, 31)

· Apply by filling out patent request and other prescribed documents (s 29(1))

· Application can be provision or complete

· Provision application must be accompanied by a provision specification

· Complete application must be accompanied by a complete specification (s 29(2 – 4))

· Complete specification must:

· describe the invention fully, including the best method known to the applicant of performing the invention

· For an innovation patent, have 1 to 5 claims

· For a standard patent, end with a claim or claims defining the invention: s 40(2)

· Claims must be clear and succinct and fairly based on matter described in the specification: s 40(3)

· The claim or claims must relate to one invention only: s 40(4)

· The specification describes the invention, while the claims define the invention: EMI v Lissen (1939)

· What is not claimed is disclaimed: EMI v Lissen (1939)

· Claims and “body” make up the complete specification: Kimberly Clark Australia v Arico Trading (2001)

· Claim must disclose an invention, but need not identify the inventive step

· Complete specification usually becomes open to public inspection 18 months after date of filing or 18 months from the earliest provisional application associated with it

· Applicant can request documents to become open to public earlier than this: s 54

· A provisional specification must simply describe the invention – usually does not have claims: s 40(1)

· For standard patents, process can begin with a provisional spec

· Then has up to 12 months to lodge complete application:  s 38(1)

· Provisional spec lapses if complete spec not lodged within 12 months: ss 38, 142(1)

· Establishes (early) priority date – applicant has further time to work on it

· Establish the earliest time from which the applicant’s rights can be legally recognised

· After grant, patentee’s rights operate from the priority date

· Priority date is the date at which novelty, inventiveness or degree of innovation (for innovation patents) is assessed against the prior art base

· Filing of a provisional or complete application establishes a priority date for claims: s 43(2)

· Each claim has a priority date; different claims may have different priority dates: s 43

· Priority date will often be filing date of complete specification

· But, filing date of provisional spec will establish priority date if claims in complete spec are fairly based on information disclosed in the provisional: s43(2)

· Can be secured from foreign applications

· International filing of a PCT application establishes the priority date for Australia: ss 88 – 93

· If application is made in a Paris Convention country, then an application is filed in Australia within 12 months, the foreign filing date is the priority date for Australian purposes: ss 94 – 96

· See “International Protection” below

Who can be granted a patent?

· A person, whether an Australian citizen or not, who is:

· An inventor; or

· Would be entitled to have the patent assignment to him when it is granted (eg an employer); or

· Derives title from the inventor or person who is entitled to assignment; or

· The legal representative of a deceased person in these categories (s 15)

5.4
International Protection

· No international patent

· Need to file separate patent applications in each country or file a single application under the PCT procedures: ss 88 – 93

· Signatories to the Paris Convention and members of the WTO are treated as “Convention Countries” under the PCT

· PCT application designates various countries where a patent is required

· Has same effect as a national/regional application in those countries/regions

· Granting of patent is still left to national/regional patent offices

· “national phase” does not begin until 20 or 30 months after the priority date – then the national fees become payable, translation may be required

· Application is assessed according to the law of each country or region

5.5
Manner of Manufacture 

· Is a dynamic concept, meaning has evolved and continues to do so

· Hardware devices – products – clearly are a manner of manufacture, patentable if other criteria are met

· But what about computer software?

· Up to the early 1990s, IP Australia rejected many applications for software patents

· rejected as involving abstract ideas, intellectual processes, mathematical algorithms

· not considered to be a patentable “manner of manufacture”

· also rejected as “mischievous to the state and generally inconvenient”

· Turning point in Australia was IBM v Commissioner of Patents (1991)

· the Federal Court applied a broad test based on the principles established by the High Court in National Research  Development Corp v Commissioner of Patents (1959) 102 CLR 252 (NRDC case)

· The court held that a method of producing improved curve images in computer graphics displays was a patentable invention since it “is a commercially useful effect in computer graphics.”

· court applied a broad test for manner of manufacture, based on principles in Re NRDC (1959)

· a method of producing an improved curve image in computer graphics displays was patentable - a “commercially useful effect” in computer graphics

· Examples:

· improved curve image, as in IBM

· algorithm causing computer to operate more efficiently

· but, an algorithm per se still unpatentable - does not produce a commercially useful result

· CCOM v Jiejing (FCFCA, 1994)

· Confirmed the approach adopted in IBM

· invention claimed was an apparatus for assembling text in Chinese language characters. It consisted of a conventional computer system, including a screen for visual display and a specially adapted keyboard, a database of Chinese characters arranged according to stroke type and the order in which strokes are written and a computer program which searched the database to retrieve characters for display on the screen. 

· Applying the NRDC principles, the court found that the invention was a patentable manner of manufacture since it:

· involved “a mode or manner of achieving an end result which is an artificially created state of affairs of utility in the field of economic endeavour” 

· Chinese language word processing was the relevant field of economic endeavour

· the end result was the retrieval of characters for assembly of text on the computer screen

· the mode or manner by which this was achieved was the storage of Chinese characters which were categorised and stored according to stroke categories and could be searched and selected by reference to those criteria.

· In response to these developments:

· in 1994 IP Australia issued revised guidelines on software patenting, stating a broad threshold test for the patentability of computer related inventions

· Guidelines amended to reflect the decision in CCOM -  . contained in the Australian Patent Office Manual of Practice and Procedure (Vol 2, paras 8.2.7–8.2.7.3)

· The test for determining the patentability of computer software related inventions, as stated in CCOM v Jiejing, and based on the principles set out in NRDC and IBM Corp v Commissioner of Patents, simply asks: “Is there a mode or manner of achieving an end result which is an artificially created state of affairs of utility in the field of economic endeavour.” 

· The “mode or manner” requirement will almost always be met by source code for patentable software, irrespective of how the code is presented; 

· executable code for patentable software, in a machine readable form; and a computer, when programmed to achieve any result which has utility in the field of economic endeavour

· Computer programs, whether stored on a medium or claimed on their own, are patentable provided the claims delimit the program so as to define the technical or artificial result achieved when the program is run on a computer. 

· Similarly, electrical and other signals that carry computer programs or information may be patentable provided the claims delimit the programs or information carried by the signal to define the technical or artificial result the program achieves when run on a computer or other receiving apparatus.

· Developments in the patentability of computer programs and the granting of patents for business systems such as e-commerce methods, have been criticised 

· Advisory Council on Intellectual Property (ACIP) commenced an inquiry in 2002

· Advisory Council on Intellectual Property (ACIP) Report on a Review of the Patenting of Business Methods (2003)

· ACIP report (2003) noted that the term “business system” (or business method, model, scheme or process) is a generic one which has not been precisely defined in any jurisdiction and has been applied to fields as diverse as sporting techniques and financial transactions management 

· ACIP developed the following definition of “business system” for its 2002 Issues Paper:

· A “business system” is:

· (a) a scheme, plan or method of:

· (i) administering, managing, or otherwise operating an enterprise or organisation,  including a technique used in doing or conducting business;

· or

· (ii) producing, analysing or processing financial or management data; in a field of economic endeavour; and

· (b) any computer assisted implementation of a systematic means described in (a).

· For working purposes, ACIP summarised this definition as follows:

· “A business system is a method of operating an enterprise, or of processing financial or management data, in a field of economic endeavour.” 

· ACIP further simplified the definition in its final Report (2003), providing a more general guide:

· “ A business system is a method of operating any aspect of an economic enterprise.” 

· ACIP’s Report on a Review of the Patenting of Business Methods (2003) recommended:

· No changes should be made to Australian legislation regarding the issue of patentable subject matter.

· IP Australia should monitor the number and significance of business system patents in Australia and make a brief annual report to ACIP for the next 5 years, or until ACIP considers this no longer necessary. ACIP should use this information to assess whether circumstances have arisen which necessitate further action on this issue.

· Re Innovation Patent No 2004100848 in the name of Peter Szabo and Associates Pty Ltd [2005] APO 24

· Grant v Commissioner of Patents [2005] FCA 1100 – Branson J

· Grant v Commissioner of Patents [2006] FCAFC 120 – Full Fed Court

· held (at [47]) that for a patentable invention: “it is necessary that there be some “useful product”, some physical phenomenon or effect resulting from the working of a method for it to be properly the subject of letters patent.”

· The invention was for a method of structuring a financial transaction to protect an individual’s assets – for example, real property – from legal liability, eg  creditors’ claims – by means of a trust, a gift, a loan and a security. 

· Claim 1 of the patent was as follows:

· 1. An asset protection method for protecting an asset owned by an owner, the method comprising the steps of:

(a) establishing a trust having a trustee,

(b) the owner making a gift of a sum of money to the trust,

(c) the trustee making a loan of said sum of money from the trust to the owner, and

(d) the trustee securing the loan by taking a charge for said sum of money over the asset.

· “Business, commercial and financial schemes as such have never been considered patentable in the same way that the discovery of a law or principle of nature is not patentable. Sir Robert Finlay A-G observed in Re Cooper’s Application for a Patent  (1901) 19 RPC 53 at 54, “[y]ou cannot have a Patent for a mere scheme or plan – a plan for becoming rich; a plan for the better government of a State; a plan for the efficient conduct of business”. A law of nature becomes patentable when applied to produce a particular practical and useful result. While a mere scheme or plan is not the proper subject of a patent, an alleged invention which serves a mechanical purpose that has useful results does not become such an unpatentable scheme or plan merely because the purpose is in the carrying on of a branch of business.”

· In May 2002, the Australian Patent Office granted Priceline.com a patent (AU 733969) for its reverse auction e-commerce business process – AU patent is based on two US granted patents, 5,794,207 and 6,085,169

· describes in 178 claims (more than 300 pages) a method and apparatus invention for a carrying out a buyer-initiated transaction over most kinds of communications systems

· A purchase contract is formed when a seller unconditionally accepts a buyer’s binding offer for a particular item, such as an airline ticket

Grant v Commissioner of Patents [2006] FCAFC 120

The appellant owned an innovation patent for a method to protect assets from unsecured judgment creditors. The method comprised establishing a trust, giving money to the trust, borrowing from the trust and the trustee securing the loan by taking a charge for the money over the asset.

The Deputy Commissioner of Patents revoked the patent on the basis that the invention claimed did not involve a manner of manufacture within the meaning of s 6 of the Statute of Monopolies 1623 Imp. The primary judge upheld that decision.

Held: 

(1) Patent protection is afforded to an invention that complies with the requirements of the Act, including manner of manufacture. The fact that a method may be called a business method does not prevent it being properly the subject of letters patent.

(2) The method did not produce an artificial state of affairs, in the sense of a concrete, tangible, physical or observable effect: it was a mere scheme, an abstract idea, mere intellectual information. There was no physical consequence. It was not patentable. 

(3) A physical effect in the sense of a concrete effect or phenomenon or manifestation or transformation is required.

CCOM Pty Ltd v Jiejing Pty Ltd (1994) 51 FCR 260, followed. Welcome Real-Time SA v Catuity State Street Bank & Trust Co v Signature Financial Group Inc AT&T Corp v Excel Communications Inc approved.

(4) Legal advices, schemes, arguments, and the like, are not a manner of manufacture.

(5) Whether or not a claimed method or product will advance the public interest is not relevant.

5.6
Patentability of Business Methods or Processes

· Having established that patents can be granted for software inventions, the next issue arising for consideration by patent offices and courts was whether business methodologies, carried out using software and often involving internet transactions, also fall within the scope of the patent system.

· The opening of the internet to commercial activity in the mid-1990s was accompanied by the emergence of new ways of doing business online  - led to rapid growth in the filing of applications for patents for these new e-commerce business techniques

· The terms “business method” and “business systems” are used to describe various kinds of process claim

· A business method or system is a scheme, plan or method of administering, managing or operating an enterprise or organisation. 

· Business systems are directed to the way business information is obtained and used, typically involving methods of trading, transacting, financing, resource management, advertising, marketing and customer service

State Street Bank v Signature Financial Services (1998) US Court of Appeals

FACTS

· Involved a patent for an invention comprising hardware and software

· Software that enabled funds to be into funds that all funds to be calculated immediately.

· Addressed patentability of business methods - a decision of the United States Court of Appeals for the Federal Circuit

· Up to this time, decisions of the US courts and practices of the US Patent & Trademark Office indicated that methods of doing business were not patentable

HELD
· Court of Appeals confirmed the patentability of computer programs but also refused to recognise the “ill conceived” business method exception

· Like the HCA in NRDC, the Court of Appeals held that the threshold test applied to determine the patentability of subject matter is whether the invention (including one which incorporates a mathematical algorithm) has “a practical application … because it produces a ‘useful, concrete and tangible result’”

· the use of a mathematical algorithm, formula or calculation to produce numbers is patentable as long as the result is “useful, concrete and tangible”

· The court expressly rejected the existence of the so-called “business method” exception to patentability

· Stated that patentability should not depend upon “whether the claimed subject matter does ‘business’ instead of something else.”

In Re Bilski 545 F.3d 943, 88 U.S.P.Q.2d 1385 (Fed. Cir. 2008)

FACTS
The applicants (Bernard L. Bilski and Rand A. Warsaw) filed a patent application (on 10 April 1997) for a method of hedging risks in commodities trading. Such patent claims are often termed business method claims.

Method claim 1 of the patent application claims a three-step method for a broker to hedge risks for purchaser-users of an input of a product or service (termed a commodity). For example, an electric power plant might be a purchaser and user of coal, which it purchases from coal-mining companies (producer-sellers) and uses to make electricity. The power plant might seek to insulate itself from upward changes in the price of coal by engaging in hedging transactions. The risk can be quantified in terms of dollars (termed a risk position). Thus, if the purchaser-user uses 1000 tons of coal in a given period, and the potential price spike is $10 per ton, the purchaser-user’s total risk position for that period is 1000 × $10, or $10,000.

The claimed process comprises these steps:

(1) initiating a series of sales or options transactions between a broker and purchaser-users by which the purchaser-users buy the commodity at a first fixed rate based on historical price levels;

(2) identifying producer-sellers of the commodity; and

(3) initiating a series of sales or options transactions between the broker and producer-sellers, at a second fixed rate, such that the purchasers’ and sellers’ respective risk positions balance out.

The patent examiner rejected all 11 of the claims on the grounds the "the invention is not implemented on a specific apparatus and merely manipulates [an] abstract idea and solves a purely mathematical problem without any limitation to a practical application, therefore, the invention is not directed to the technological arts."

The applicants appealed the rejection to the Board of Patent Appeals and Interferences (BPAI), which affirmed the rejection, although on different grounds. The Board held that the examiner erred to the extent he relied on a "technological arts" test because the case law does not support such a test. Further, the Board held that the requirement of a specific apparatus was also erroneous because a claim that does not recite a specific apparatus may still be directed to patent-eligible subject matter "if there is a transformation of physical subject matter from one state to another." The Board concluded that Applicants' claims did not involve any patent-eligible transformation, holding that transformation of "non-physical financial risks and legal liabilities of the commodity provider, the consumer, and the market participants" is not patent-eligible subject matter. The Board also held that Applicants' claims "preempt[] any and every possible way of performing the steps of the [claimed process], by human or by any kind of machine or by any combination thereof," and thus concluded that they only claim an abstract idea ineligible for patent protection. Finally, the Board held that Applicants' process as claimed did not produce a "useful, concrete and tangible result," and for this reason as well was not drawn to patent-eligible subject matter.

HELD
The en banc Federal Circuit upheld the rejection, 9-3. The court “drew back” or scaled back on what had been said in State Street Bank. The majority opinion by Chief Judge Paul Redmond Michel characterized the issue as whether the claimed method is a patent-eligible “process,” as the patent statute (35 U.S.C. § 101) uses that term. While any series of actions or operations is a process in the dictionary sense of that term, the court explained, the Supreme Court has held that the statutory meaning is narrower than the dictionary meaning. That “forecloses a purely literal reading.” Patent-eligible processes do not include “laws of nature, natural phenomena, [or] abstract ideas.” The limiting legal principle applies not just to processes, but to anything on which a patent is sought. As a trilogy of Supreme Court decisions on patent-eligibility from approximately three decades ago had taught, “Phenomena of nature, though just discovered, mental processes, and abstract intellectual concepts are not patentable, as they are the basic tools of scientific and technological work.” Therefore, the question was whether Bilski’s process fell within any of the prohibited categories (that is, was a claim to a “principle”), and the underlying legal question was what legal tests or criteria should govern that determination when a claim is directed to a principle.

The court concluded that prior decisions of the Supreme Court were of limited usefulness as guides because they represented polar cases on the abstraction and concreteness spectrum. Nonetheless, a legal test could be distilled from them: “A claimed process is surely patent-eligible under § 101 if: (1) it is tied to a particular machine or apparatus, or (2) it transforms a particular article into a different state or thing.” Not only did the patent-eligibility trilogy (Benson, Flook, and Diehr) support this test, the court explained, but so too did earlier Supreme Court precedents dating back well into the Nineteenth Century.

The court then considered whether this two-branch test should be considered all-inclusive, that is, as stating indispensable conditions of patent-eligibility. It concluded that the answer was affirmative, even though much of the language in the Supreme Court’s patent-eligibility trilogy was more reserved. The Federal Circuit placed great weight on the use of the definite article in several Supreme Court statements that transformation and use of a particular machine provided “the clue to the patentability of a process claim.” At the same time the court placed no weight on the fact that the Benson Court had not accepted the Government’s argument that the case law “cannot be rationalized otherwise.”

The Federal Circuit observed that two caveats exist to the transformation-machine test: (1) a field-of-use limitation is insufficient to avoid the prohibition against pre-emption, as Flook expressly held; and (2) conventional or obvious “insignificant post-solution activity” does not make what is otherwise a claim to a principle patent-eligible (again referring to Flook). The court added that insignificant pre-solution activity (such as data-gathering) is equally ineffective, and so too is an insignificant step in the middle of a process (such as recording a result).

The court then rejected other proposed tests of patent-eligibility that had been suggested since the Supreme Court’s trilogy. Several Federal Circuit panel decisions had held that a process was patent-eligible if it produced “a useful, concrete, and tangible result” — such as the transformation of financial data from one form to another form. Thus, in the State Street Bank v. Signature Financial Group case [7] the court had upheld a patent on a tax-avoidance scheme under this standard. The court now recognized that this test is “inadequate,” as a dissenting Supreme Court opinion had already stated,[8] and therefore backed away from the language, denying that the Federal Circuit had ever “intended to supplant the Supreme Court’s test." The court did not, however, expressly hold that State Street should be overruled: it merely dropped a footnote stating that “those portions of our opinions in State Street and AT&T relying solely on a ‘useful, concrete and tangible result’ analysis should no longer be relied on.”

The court next turned to the “technological arts” test (a patent-eligible advance must be “technological” in nature) and rejected it on several grounds: The meanings of “technological arts” and “technology” are disputed and ambiguous. No court has ever adopted the test. (The court might have added that the patent statute and patent clause of the U.S. Constitution do not use this term.) The technological-arts test is not an equivalent of or “shortcut,” the court insisted, that can be used instead of the transformation-machine test. “Rather, the machine-or-transformation test is the only applicable test and must be applied, in light of the guidance provided by the Supreme Court and this court, when evaluating the patent-eligibility of process claims.”

On the other hand, the court refused to adopt a test that barred business methods, under that rubric, from patent-eligibility. The court noted that while the machine-or-transformation test was the applicable test, Benson had stated that there could be cases where a claim that fails the machine-or-transformation test is nonetheless patent-eligible subject matter. Similarly, software could not categorically be excluded. The court also stated that future developments may alter the standing or the application of the test.

Bilski’s method

Turning finally to Bilski’s method, the court held it patent-ineligible. First, the court said, Bilski did not argue that the rejected claims recited any specific or “particular” machine, so that the court found it unnecessary to decide any issues relating to the machine-implementation branch of the test. “We leave to future cases the elaboration of the precise contours of machine implementation, as well as the answers to particular questions, such as whether or when recitation of a computer suffices to tie a process claim to a particular machine.”[9] Second, the court turned to transformation of articles from one thing or state to another. What is an “article”? Benson had made it clear that tanning hides, smelting ores, and vulcanizing rubber were all instances of transforming articles. This corresponded to the transformation test as the PTO and some amici curiae articulated it: one physical substance is transformed into a second physical substance. But what of electronic signals and electronically-manipulated data? Or even more abstract constructs such as legal obligations, which the Bilski case involved? No Supreme Court precedents addressed such entities.

Some Federal Circuit decisions, however, had held some transformations of signals and data patent-eligible. For example, the Abele decision approved a dependent claim to a method transforming X-ray attenuation data produced in a X-Y field by an X-ray tomographic scanner to an image of body organs and bones — while at the same time the Abele court rejected a more generic and abstract independent claim to a process of graphically displaying variances from their average values of unspecified data obtained in an unspecified manner. [10] The court said that this kind of difference between the two claims was critical to patent-eligibility. The dependent claim, unlike the independent claim, involved signal data representing tangible physical objects, which were electronically manipulated to provide a screen image of the physical objects. But Bilski’s process had nothing to do with such a procedure. Like State Street, Bilski involved manipulation of financial data.

Bilski's method claim was patent-ineligible because it did not “transform any article to a different state or thing.” Legal obligations (such as options and futures contracts) and business risks “cannot meet the test because they are not physical objects or substances, and they are not representative of physical objects or substances.” Moreover, to the extent that signals are involved and are transformed, they are not “representative of any physical object or substance.” Accordingly, Bilski's claim entirely failed the transformation-machine test.

AT&T v Excel 50 USPQ 2d 1447 (1999) 

· upheld the patentability of a business method invention consisting only of software, a system for creating message records of long-distance telephone calls.

Welcome Real-Time SA v Catuity Inc [2001] FCA 445  ( AUSTRALIAN CASE

FACTS

· customer loyalty system using smart card technology - Heerey J referred with approval to State Street 

· first Australian case to consider the patentability of business processes or methods

· involved a method and apparatus invention

· Consisted of smart cards containing an integrated circuit (chip) and POS terminals in retail businesses 

· used in connection with customer loyalty programs 

· integrated circuits on the smart cards stored information in memory which could be read and written by a trader’s POS terminal

· cards were used to manage the details of customer loyalty schemes offered by a variety of merchants and customer entitlements under those schemes

HELD

· Heerey J held that the invention was a patentable “manner of manufacture” in the terms of s 18(1)(a) Patents Act 1990 and s 6 of the Statute of Monopolies 1623  

· The patent granted to the applicants (AU 712925) was therefore valid and had been infringed 

· Applying the NRDC principles, Heerey J held that the invention was appropriate subject matter for the grant of a patent because it produced an “artificial state of affairs” 

· it enabled cards to be issued which made the many different loyalty programs offered by different traders available instantaneously to customers at retail outlets

· It produced a beneficial economic effect in retail trade because it allowed many traders to become more  competitive by offering loyalty programs and this, in turn, was advantageous for consumers

· The invention disclosed by the claims in Catuity was not a business method per se but involved both a process and a device

· So this is not a PURE business methodology case

· it was not necessary to consider the patentability of a “pure” business method in the sense of a particular method or scheme for carrying on a business, eg where a manufacturer appoints wholesalers to deal with particular categories of retailers rather than all retailers in particular geographical areas

· Heerey J referred specifically, the decision in State Street Bank & Trust Co v Signature Financial Group 

· Heerey J noted that the Federal Circuit, in a response which he described as “terse, to the point of brutality”, had laid the “ill-conceived” business method exception to rest

· Heerey J commented, obiter, that the State Street decision was “persuasive” when considered in the light of the social needs served by patent law in the United States and Australia in similar commercial and technological environments and the need to strike a balance between encouragement of true innovation and the freedom of competition.

After Welcome Real-Time v Catuity

· After Catuity IP Australia issued revised examination guidelines on patents for schemes (including business schemes) and plans - Australian Patent Office Manual of Practice and Procedure (Vol 2, paras 8.2.7-8.2.8.7) states that “a mere scheme or plan will not be patentable” 

· Mere schemes (including business schemes) and plans, like mathematical algorithms, do not, in the terminology of NRDC, give rise to “an artificially created state of affairs” and are consequently not patentable subject matter 

· Nevertheless, a claim for an otherwise patentable method or device is not excluded from patentability simply because it includes a scheme or plan. Business methods that produce a technical solution or technical advantage generally fall within the concept of an “artificially created state of affairs”

· the technical character of the business method provides the artificial state of affairs 

· Computerised accounting, monitoring, reporting or analysis systems may be patentable provided the claims delimit the particular business method to define the technical solution or advantage that is achieved

· Electronic commerce business methods may be patentable if the systems produce a technical solution or advantage, thereby giving rise to an artificially created state of affairs

· Examples of technologies for which software/business method patents have been granted:

· electronic sales and purchasing methods – for example:

· electronic shopping carts

· one-click online shopping

· electronic shopping coupons and

· online auctions

· Financial Transactions – for example:

· international commercial transactions

· paying with a credit card online

· dynamic currency conversion

· electronic online payments with smartcards

· presenting bills online

· evaluating loan applications electronically

· managing a funds portfolio

· consumer reward systems

· advertising techniques, eg

·  targeted banner advertisements

·  methods of placing advertisements in publications

·  delivery of advertisements via syndicated web news feeds

· voice recognition software and natural language technology

· handwriting recognition software

· systems for translation of foreign language electronic communications

· geographical information systems and 3D  visualisation software

· terrain mapping based on satellite imagery

· wireless local area networking

· Voice over Internet Protocol (VoIP) technology

· Priceline.com

· Amazon.com

· Openmarket

· DoubleClick

· MultiMap

· Since been taken over by Microsoft.

· Sabre

A concern about the proliferation of Internet-related patenting is the impact it could have on standards that underpin the further development of the internet and world wide web

· The World Wide Web Consortium (W3C), a key organisation in coordinating the development of web standards issued a Patent Policy – see www.w3c.org/consortium/patentpolicy

· aims to ensure that patented standards can be used on a royalty-free basis – any standard which cannot be implemented royalty free will not be recommended by W3C

· Other standards setting organisations (SSOs) require patent holders to license patents on FRAND basis (fair, reasonable, non-discriminatory)

5.7
Patent Infringement

· occurs when any of the patentee’s exclusive rights are exercised without the patentee’s authorisation

· Defendant (infringer) need not know of the existence of the patent or that acts are an infringement

· lack of knowledge is relevant to remedies available to patent owner

· Proceedings cannot be commenced until the patent has been granted: s 57

5.8
Patent Litigation (Case examples)

· Amazon.com v Barnesandnoble.com

· Amazon.com alleged that its “one-click” patent for online purchasing which allows online shoppers to simply click an item they wish to purchase without having to fill out registration and shipping information forms each time they make a purchase, was infringed by the “Express Lane” one-stop shopping feature on Barnesandnoble.com’s website

· The matter was settled between the parties in March 2002

· MercExchange v eBay

· MercExchange, a networking systems developer, initiated proceedings against eBay and Half.com, a wholly owned subsidiary of eBay, alleging they were infringing three patents including the patent for the “Buy it Now” feature on fixed price sales 

· MercExchange had sought to license its business method patents to eBay and Half.com, but the parties failed to reach agreement

· ended up in US Supreme Court on issue of when an injunction should be ordered when infringement is established

· Blackberry Case – NTP v Research in Motion (RIM)

· RIM, the manufacturer of Blackberry hand held devices was sued by NTP, a patent holding company that produces no products

· action began in 2001 – NTP alleged that RIM infringed 16 of its patents for wireless email technology 

· In 2003, a Virginia US Federal Court held that NTP’s patents were infringed – found that RIM’s system of delivering email to the Blackberry wireless handheld devices infringed claims of five different patents owned by NTP

· Virginia court awarded NTP $54 million in damages plus an 8.6 per cent royalty on all the revenue from US Blackberry sales and ordered an injunction restraining RIM from making or selling the Blackberry devices in the US – injunction was stayed while RIM appealed

· On December 14, 2004, the US Court of Appeals for the Federal Circuit affirmed most of the judgment of the Virginia court – struck down the injunction but upheld most of the patent infringement claims and sent the case back to the lower court

· Nov 2005, Spencer J of the US District Court in Virginia declined to enforce the US$450 million settlement between RIM and NTF – Spencer J ruled that the $450 million settlement of the lawsuit was not enforceable – the earlier settlement for $450 had fallen through - Spencer J stated: “The court finds that the parties do not have a valid and enforceable settlement agreement.”  

· Opened the way for a possible injunction against RIM to stop selling and servicing BlackBerrys in the US – Spencer J ordered the lawyers for RIM and NTP to set up a briefing schedule and  a date to hear opposing arguments for the injunction and damages  

· On 23 January 2006, the United States Supreme Court declined to hear RIM’s appeal against the finding of patent infringement. According to NTP, the Supreme Court’s rejection of its application had “closed the final path for RIM to avoid liability” and cleared the way for the District Court to issue an injunction that would bar most BlackBerry sales and service in the United States

· On 25 January 2006, Spencer J set down 24 February 2006 as the hearing date for NTP’s application for an injunction -  At the hearing, Spencer J expressed impatience with RIM and encouraged the parties to reach a settlement

· On 3 March 2006, RIM and NTP announced that they had settled the dispute - RIM agreed to pay NTP US$612.5 million as “full and final settlement of all claims”.

5.9
Revocation of Patents

· Grant does not guarantee that patent is valid – remains susceptible to revocation through entire term: s20
· Application for revocation of patent or a claim may be made by Minister or 3rd party at any stage during life of patent: s138(1)

· After grant, the Commissioner of Patents may reexamine the complete specification and, indeed, must do so if asked by the patentee or any other person (s 97(2))
· May also be re-examined if the validity of the patent is disputed in court proceedings (s 97(3)) 
Grounds for revocation are set out in s138(3);

1.
Patentee was not entitled to patent

2.
Invention is not patentable

3.
Patentee has contravened a condition in the patent

4.
Patent or an amendment of the complete specification was obtained by fraud, false suggestion, or misrepresentation; or

5.
The specification does not comply with s 40(2) or 40(3)

Not fulfilling various requirements as to patentability as set out in s18;

Patent is not useful;

Patent was secretly used by the patentee

· Defendant in infringement proceedings may apply by way of counter-claim in the proceedings for the revocation of the patent (s121)

· In infringement proceedings, the defendant can counter-claim for revocation of patent: s121
In post-grant re-exam, if Commissioner makes an adverse report, he can revoke a patent, wholly or in relation to a particular claim: s101; but must give patentee a reasonable opportunity to be heard before doing so

5.10
Suggested Approach (Not a flow) 

1. Categorise the patent
a. Standard?

b. Innovation?

2. Go through the application process

a. Does the patentee need international protection?

3. Is it a “manner of manufacture”?

a. NRDC

b. Patentability of Business Methods or Processes

4. Has the patent been infringed?

5. Can the patent be revoked?
6.0
TRADE MARKS and DOMAIN NAMES

6.1
General Information about Trade Marks

· Australian trademarks are usually protected through registration under the Commonwealth Trade Marks Act 1995. It is become increasingly common for businesses to register domain names as trademarks, in order to gain more protection for them. 

· Trade marks, generally speaking, are those ''signs'' (traditionally, names, words and logos) that businesses use to identify themselves and the goods and services they provide. Because of the vital commercial role that trade marks play, no business enterprise can function without trade marks (“TM”). 

· A TM is a sign used in trade to indicate source of goods or services, and distinguish them from those of other traders

· increasingly important in commerce - essential part of branding of goods and services

· TMs can be very valuable commercial asset, eg Coca Cola, Microsoft 

· The obtaining of a trade mark registration under the Trade Marks Act 1995 may be seen as taking out a form of insurance; 

· if registered owners of trade marks consider that their marks have been infringed they have a comparatively cheap and expeditious way of taking action against the infringer. 

· In many cases a letter of demand to the infringer providing details of the owner's registration will enable the matter to be settled out of court. 

· TMs can be registered or unregistered (common law); regn is not compulsory for protection

· not all TMs are registrable: unregd marks protected under TPA, passing off

· registration confers considerable advantages, so should be done where possible: regd TMs are easier and cheaper to enforce 

6.2
Trade Marks Distinguished from Other Intellectual Property

· Distinguish between

· A trade mark identifies a product or a service, distinguishing it from the similar products or services of other traders. Registration of the trade mark gives the owner the legal right to exclusively use or control the use of the mark for the goods or services for which it is registered. Registration is obtained under the Trade Marks Act 1995 and in most cases covers the whole of Australia.

· A business name is a trading name only. However, a business name is only valid in the state(s) it is registered.

· A company name identifies a legally incorporated entity. If a company wishes to trade using a name other than its registered company name, it must register that trading name as a business name.

· Domain names are site addresses on the internet. Registration of a domain name gives you exclusive use of that Internet address but only for an agreed period of time.

· No proprietary rights in the name are gained through business name, company name or domain name registration in itself.
· Registration of business, company, domain names does not confer property rights or rights to use the name as a trade mark.

· It is a common misconception that a company name or registered business or domain name gives exclusive rights to the name, and that it is not possible for anyone else to adopt a similar name. 

· Similar company names and registered business names are often permitted to co-exist. This is because, unlike the registered trademark system, the systems of registering company and business names are not intended to give exclusivity over names. The position in relation to domain names is similar, through the registration procedure will provide additional security. 

· A company or business name or domain name may function as a trade mark if used as an identifier in relation to products or services. 

· It follows that the best way of securing exclusive rights to a company or business name or domain name is through registration of the name as a trade mark. 

· Regn of a business or company name does not stop someone bringing an action to restrain its use or registering it as a trade mark.

· Unless the owner of the business or company name has built up sufficient reputation in the name, will not be able to prevent another person using it as a TM; cannot rely on business/company name regn as a defence in TPA or passing off action.

· Illustrated by Nintendo v Care (2000)

· Nintendo produced, sold video games featuring cartoon character “Super Mario”

· Respondents staged wrestling bouts featuring a wrestler “Da’ Super Mario”, a real-life embodiment of the cartoon

· Respondents had registered “Da’ Super Mario” as a business name

· HELD

· Provided no defence to action under s 52, 53 TPA, passing off and TM infringement

· Business name registration conferred no IP rights

6.3
Domain Name System (DNS)

When the first computers began connecting to each other over Wide Area Networks (WAN's), like the ARPANET in the 1960's, a form of identification was needed to properly access the various systems. 

In 1972 the U.S. Defence Information Systems Agency created the Internet Assigned Numbers Authority (IANA). IANA was responsible for assigning unique 'addresses' to each computer connected to the Internet. By 1973, the Internet Protocol or IP addressing system became the standard by which all networked computers could be located. 

Greater numbers of users networking with each other created a demand for a more simple and easy-to-remember system than the bulky and often confusing IP system of long, cumbersome strings of numbers. This demand was answered by researchers and technicians at the University of Wisconsin who developed the first 'name server' in 1984. With the new name server, users were no longer required to know the exact path to other systems. And thus the birth of the current addressing system in use today. 

A year later the Domain Name System was implemented and the initial top-level domain names, including .com, .net, and .org, were introduced. Suddenly 121.245.078.2 became 'company.com'. 

· DNS – Definition

· Each device connected to the internet has its own unique, 32-bit identification number known as an Internet Protocol (IP) address, consisting of four sets of up to three digits (ranging from 0 to 255) separated by dots, eg 192.0.34.65 - IP addresses function as routing addresses which enable connections to be made between end points on the internet. 

· But people are much more comfortable dealing with names rather than long strings of numbers

· Domain names, expressed in letters, numbers or symbols, correspond to IP addresses but provide a more user-friendly and easily remembered means of locating websites than the lengthy strings of numbers in IP addresses. 

· a domain name is the human-friendly form of an IP address, usually in a form that is easy to remember or to identify 

· CSR Ltd v Resource Capital Australia Pty Ltd [2003] FCA 279 Hill J described a domain name as, “in essence a name which when entered into a computer linked on the internet maps to particular numbers used in intercomputer transactions”.

· Words chosen as domain names typically have an association with the operator of the server:  

· organisation name 

· activities engaged in on web site

· reflect trade marks (registered or unregistered) applied to goods or services

· Since domain names are chosen as easily-remembered words which have an association with the operator of the server, they often assume significance as identifiers of a business, the goods or services it deals in, or a person  

· DNS enables users to navigate the internet by associating domain names with particular computers connected to the internet 

· It does so with the aid of two components:  the domain name and its corresponding IP number  

· The DNS is the mechanism for the allocation and management of domain names and IP addresses and ensuring that a domain name is “translated” into the corresponding IP address Without the DNS and domain names, it would be necessary for internet users to remember the numerical IP address of every web site they wanted to visit

· a distributed and hierarchical electronic database - allows each of the segments of the overall database to be locally administered, while also making the data in each segment globally available across the entire network  

· DNS provides a mechanism for resolving domain names into unique numeric IP addresses, through records stored on computers known as name servers.  Records in the zone file on a name server contain the information required to automatically convert a domain name into a numeric IP address.  By converting (or “resolving”) a domain name to an IP address, the user can connect to a website with a URL that includes the domain name

· The DNS consists of a hierarchical directory of all domain names and their corresponding IP addresses that Internet-connected computers use to direct Internet traffic from source to destination. 

· Upon registration of a domain name, the name is associated with the IP address of the designated server.  Information about domain names and their corresponding IP addresses is stored in distributed databases in domain name servers.   

· When a domain name is entered into an internet browser, the software searches the database in a domain name server for the IP address corresponding to the domain name and returns the IP address to the requesting software application. 

· Once the IP address is retrieved by the domain name server, it can be used to establish a connection with the server to which the domain name refers. 

· DNS described by WIPO as follows:

· The DNS serves the central function of facilitating users’ ability to navigate the internet. It does so with the aid of two components: the domain name and its corresponding internet protocol (IP) number.  A domain name is the human-friendly address of a computer that is usually in a form that is easy to remember or to identify, such as www.wipo.int.  An IP number is the unique underlying numeric address, such as 192.91.247.53.  Distributed databases contain the lists of domain names and their corresponding IP numeric addresses and perform the function of mapping the domain names to their IP numeric addresses for the purpose of directing requests to connect computers on the internet 

· Hierarchical structure of DNS – enables decentralised administration

· Root

· Top level domain (TLD)

· Second level domains (2LD) +++

· Third level domains (3LD) ++++++

· and so on

· History

· 1967 - Network Information Centre (NIC) of the Stanford Research Institute (SRI), created domain names and IP addresses for users of ARPAnet

· 1985 – first domain names registered – responsibility for DNS management was given to the Uni of S Cal’s Information Sciences Institute (USC ISI) – delegation of ccTLDs by Dr Postel - responsibility for registration of domain names given to Stanford Research Institute (SRI)

· 1989 - Internet Assigned Numbers Authority (IANA) created to assign unique addresses to each participating network 

· 1990 - National Science Foundation (NSF), a US federal government agency, assumed responsibility for the management and administration of the non-military portion of the internet infrastructure

· 1992 - NSF entered into a Cooperative Agreement with Network Solutions, Inc (NSI) – NSI appointed as the sole Registrar for the .com, .net and .org TLDs 

· 1994 - basic policy and technical requirements for TLD delegations, redelegations and operations were published by Dr Postel in RFC 1591, Domain Name System Structure and Delegation   

· The internet has undergone massive changes since Dr Postel made the initial delegations of ccTLDs and the publication of RFC 1591 

· Exponential growth from opening of NSFnet to commercial use in 1992: 2,300 hosts in 1986 to 20 million in 1997.

· Up to 1998, DNS was administered by the US government, through contracts with IANA and NSI

· IANA was responsible for the overseeing the allocation of IP addresses, coordination of the assignment of protocol parameters provided for in internet technical standards and management of the DNS

· Since 1992, NSI was the sole Registrar for .com, .net and .org gTLDs and operated the Registries for those gTLDs

· 1997 - US government called on the Dept of Commerce to privatize and increase competition in the DNS

· Growth of internet led to demands for changes in DNS management

· introduction of competition in domain name registration

· means of dealing with disputes between trade mark holders and domain name Registrants

· greater participation by the international community in the domain name system.  

· 1998 - reform process began with the publication in February 1998 of a Green Paper, A Proposal to Improve the Technical Management of Internet Names and Addresses, by the US D o C 

· followed in June 1998 by Ira Magaziner’s White Paper, Management of Internet Names and Addresses

· Reports proposed that DNS management should shift from direct US government control to a new non-profit, private corporation based in the United States which would be responsible for the DNS and deal with dispute resolution and that there should be a separation of NSI’s Registry and Registrar functions.  

· Sept 1998 - NSF transferred responsibility for administering the Cooperative Agreement with NSI to the D o C

· Oct 1998 – D o C entered into Memorandum of Understanding with the Internet Corporation for Assigned Names and Numbers (ICANN) - agreed that the management of the DNS would be transitioned from the US government to the global community

· transfer of authority for the DNS to ICANN was completed in late 1999 

6.3.1
Top Level Domains (TLDs) (including gTLDs and ccTLDs)

· TLD is at far right of internet address

· Two types of TLD

· Generic top level domains (gTLD) eg .com, .net, .org

· Country code top level domains (ccTLD) – 2 letter country codes - around 250 - eg .au, .uk, .tv, .br, .ca, .za 

· domain name consists of strings of characters known as “labels”, separated by dots

· banjo.com.au

· .au – country code top level domain (ccTLD)

· .com – second level domain (2LD)

· banjo – third level domain (3LD)

· banjo.com

· .com – generic top level domain (gTLD)

· banjo – second level domain (2LD)

· At top of the DNS hierarchy is the root zone file 

· edited by Internet Assigned Numbers Authority (IANA)

· under the control of an agency of the US Department of Commerce

· contains a list of the names and numeric IP addresses of the authoritative DNS root name servers for all the top level domains

· published to the internet by 13 root name servers at more than 80 locations in 34 countries, maintained by a variety of organisations

· root name servers contain information about the name servers of all the top level domains (“TLDs”) and country code top level domains (“ccTLDs”), redirecting internet traffic to the name server for the relevant TLD or ccTLD as indicated in the domain name

· VeriSign Global Registry Services maintains the primary root server, called “a.root-servers.net” and copies of its central database, the root zone file, are stored on each of the 12 additional root servers

· The root name servers are computers that maintain the authoritative list of top level domain names and which contain pointers to other computers containing directories of domains at the second, third and subsequent levels of the hierarchy.

· The root name servers answer queries from other parts of the DNS but no internet traffic passes through them.   If a name server receives a query for which it does not have any information, it forwards the query to a root name server which then answers with a referral to the authoritative servers for the appropriate TLD or with an indication that no such TLD exists.  

· Structure

· Registry-Registrar-Registrant model

· Root

· Registry

· Registrars

· Resellers

· Registrants

· A Registrant can register a domain name in a TLD directly with an accredited Registrar or through a Re-seller 

· For each TLD, the Registry Operator or Sponsor maintains the Registry of domain names and IP addresses. 
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· TLDs

· Functionally, no difference between gTLDs and ccTLDs 

· Both gTLDs and ccTLDs may be open (ie with no restriction on who may register names in them) or restricted (ie available for registration only by persons or entities that meet certain criteria) 

· gTLDs (now 21, was originally 7)

· created for use by the internet public 

· three main categories:  open, sponsored and restricted

· Open and sponsored gTLDs – names may be registered through one of the numerous ICANN-accredited Registrars

· “Closed” or restricted gTLDs – names can only be registered by entities meeting specific criteria: .int, .edu, .gov, .mil

· Original 7 gTLDs

· .com, .org, .net, .int, .gov, .edu and .mil - introduced in 1995

· In 2000 ICANN approved seven new gTLDs: .biz, .info, .pro, .name, .museum, .aero and .coop 

· In 2005 and 2006, ICANN approved .jobs, .travel, .mobi, .post, .tel and .asia

· In 2005, ICANN provisionally approved .xxx for adult-oriented websites, but following concerns put it on hold pending further consultations with the proponent ICM Registry Ltd

· 2007-08: New gTLDs have been proposed

· ccTLDs

· ccTLDs created as individual domains for countries - each country has its own ccTLD

· Over 250 ccTLDs, each consisting of two letters corresponding to the name of a country, territory or other geographic location – two letters derived from Standard 3166 of the International Organisation for Standardisation (ISO-3166)

· Responsibility for administering the ccTLDs has been delegated by IANA to  designated managers in each country, in accordance with IANA’s ccTLD Delegation Practices Document 

6.3.2
The .au ccTLD

· 1986 – Dr Jon Postel of USC’s ISI delegated .au ccTLD to Robert Elz, network programmer at Melbourne University

· .au administered by Mr Elz and volunteers to whom he delegated responsibility for management of certain 2LDs

· Rapid uptake of internet in Australia in mid 1990s – internet community saw need to transfer .au ccTLD from Mr Elz to a private sector, self-regulatory body to enable growth to continue

· 1996 – Mr Elz licensed the University of Melbourne (through Melbourne IT) to manage the .com.au 2LD

· 1997 – formation of Australian Domain Name Administration (ADNA) with the objective of ensuring the operation of a functional internet naming system for the .au domain 

· 1999 - .au Domain Administration (auDA) formed

· 2001 - .ICANN approved auDA as appropriate body to administer .au ccTLD – redelegated management of .au ccTLD to auDA for an indefinite period  http://www.auda.org.au/ 

· Federal Government clarified its powers in relation to the regulation of domain names:

· in December 2000, amended Telecommunications Act 1997 (Cth) and Australian Communications Authority Act 1997 (Cth) so that it can, if necessary, direct the Australian Communications Authority to assume responsibility for the .au ccTLD.

· auDA - a self-regulatory, non-profit industry organization. auDA’s functions are to:  

· develop and implement domain name policy 

· license Registry Operators for .au 2LDs

· accredit and regulate domain name Registrars for .au 2LDs and 3LDs

· implement consumer safeguards

· run a centralized WHOIS service

· facilitate the .au Dispute Resolution Policy 

· represent the .au country code in ICANN and other international forums

· Redelegation of responsibility for .au to auDA enabled the separation of the Registry and Registrar functions and introduction of competition into the provision of Registrar services and management of the Registry

· Registry Operator: 

· AusRegistry - licensed by auDA to manage several 2LDs – appointed by competitive tender process –manages and maintains database of DNs registered by Registrars  

· Registrars

· sell DNs to individuals, companies; accredited by auDA; check eligibility, update info on DN database

· Re-sellers

· operate under agreement with Registrar, deal directly with Registrants;  not accredited by auDA

· Registrants

· individuals, companies or organisations granted a licence for a DN by a Registrar

· Competition

· Recommendations of Competition Policy Advisory Panel (June 2001) - Introduce open tender processes for selection of Registry services and Registrars 

· Now, Registry function now performed by AusRegistry for .com.au, .net.au, .org.au, .asn.au, .edu.au, .gov.au and .id.au - appointed by auDA after a competitive tender process

· Registrar function performed by 22 auDA-approved Registrars – initially only 1 Registrar for each 2LD eg Melbourne IT for .com.au - authorised to provide registrar services in all open 2LDs

· .au = ccTLD

· 18 2LDs within .au ccTLD

· 10 created in early days of internet: .com, .net, .org, .asn, .edu, .gov, .csiro, .id, (.conf, .info) 

· 2005 – further 8 geographical 2LDs, corresponding to the names of each of the Australian States and Territories (eg qld.au, nsw.au and tas.au) introduced 

· All domain names in .au are registered as third level domains (3LDs)

6.4
About the Internet Corporation for Assigned Names and Numbers (ICANN)

· ICANN

· ICANN is an internationally organized, non-profit corporation headquartered in California

· Establishes a private-public structure for the governance of the DNS

· in reality the US government retained ultimate authority  

· ICANN is governed by an international Board of Directors – oversees policy development

· over eighty governments advise the ICANN Board, through the Governmental Advisory Committee (GAC) 

· Supporting organisations

· Address Supporting Organisation (ASO)

· Numbers Resource Organisation (NRO)  

· Country Code Names Supporting Organisation (CCNSO) 

· Generic Names Supporting Organisation (GNSO)

· ICANN assumed the function previously performed by IANA 

· responsible for managing and overseeing the technical coordination of the DNS

· ICANN’s functions include:  

· coordinating the allocation of IP addresses  

· assignment of protocol identifiers

· management of the gTLD and ccTLD domain name system

· overseeing operations of the DNS root server system.

· When ICANN was established, the DoC indicated that control of the DNS root would eventually pass to ICANN, contingent upon the fulfillment of certain conditions set out in the 1998 Memorandum of Understanding between the DoC and ICANN

· In June 2005, the DoC has made it clear that the US government intends to maintain control over the operation of the DNS

· Confirmed at the UN World Summit on Information Society, Tunis, November 2005

6.4.1
Introduction of Competition

· Previously NSI was Registry and sole Registrar for the .com, .org and .net gTLDs –monopoly as exclusive Registrar  

· 1998 changes introduced competition into domain name registration

· Shared Registration System was established to enable competing Registrars to register gTLDs in a shared Registry

· Registrars accept applications for and register domain names - All TLD Registrars must be accredited by ICANN – approx 480 entities accredited by ICANN as Registrars

· 1999 – ICANN started accepting applications from entities seeking to become accredited as domain name Registrars

· Initially, there were only 5 Registrars for the .com, .net and .org gTLDs

· Now, more than 480 entities have been accredited by ICANN

· VeriSign (acquired NSI), under agreement with ICANN, continues to operate .com, .net and .org Registries 

· Recommendations of Competition Policy Advisory Panel (June 2001) - Introduce open tender processes for selection of Registry services and Registrars 

· Now, Registry function now performed by AusRegistry for .com.au, .net.au, .org.au, .asn.au, .edu.au, .gov.au and .id.au - appointed by auDA after a competitive tender process

· Registrar function performed by 22 auDA-approved Registrars – initially only 1 Registrar for each 2LD eg Melbourne IT for .com.au - authorised to provide registrar services in all open 2LDs

· There is currently a total of 18 2LDs within .au ccTLD

· 10 of these were created in the early days of internet: .com, .net, .org, .asn, .edu, .gov, .csiro, .id, (.conf, .info) 

· In 2005 a further 8 geographical 2LDs, corresponding to the names of each of the Australian States and Territories (eg qld.au, nsw.au and tas.au) was introduced .

· All domain names in .au are registered as third level domains (3LDs)

6.5
Rules relating to Domain Name Registration

· General rules

· domain names are registered on a  first come, first served basis

· subject to the relevant eligibility and allocation rules being satisfied, the first registrant to apply for a particular domain name is entitled to hold the licence 

· no hierarchy of rights to register domain names eg a registered TM does not give the applicant a stronger entitlement to a domain name than another party who has registered a business name  

· gTLDs

· Domain names are registered in the open generic TLDs by applying to an ICANN-accredited Registrar

· Proposed domain name is checked against an on-line database -  if not already registered, is normally allocated to the applicant 

· typically registered on-line, through the Registrar’s website.  

6.5.1
Rules relating to the .au ccTLD

· auDA’s rules governing the granting of domain name licences in the open 2LDs, ie, asn.au, .com.au, .id.au, .net.au and .org.au are set out in the Domain Name Eligibility and Allocation Policy Rules for Open Second Level Domains (2LDs), Policy 2008-05 

· Entitlement to register a domain name in the .au open 2LDs is based on two sets of criteria: eligibility and allocation.  

· Eligibility - refers to whether the Registrant is an eligible entity to obtain a domain name licence in the requested 2LD.  The eligibility rules vary for each 2LD.

· Allocation - refers to whether the Registrant can be allocated a domain name licence for the name requested, under the 2LD’s policy. 

· Domain names are allocated on a first come, first served basis – cannot pre-register or reserve a name 

· General rules applying to all open 2LD .au domain names

· A .au domain name licence may only be allocated to a Registrant who is an “Australian” 

· each domain name is required to:

· consist of from 2 to 63 characters 

· contain only letters (a – z), numbers (0 – 9), hyphens ( - ) or a combination of these

· start and end with a letter or number, not a hypen

· not contain a hyphen in the third or fourth positions, eg ab-cd.com.au 

· Eligibility criteria - differ among the .au 2LDs, eg, eligibility for .com.au and .net.au domain names is now based on the following indicators:

· an Australian registered company 

· trading under an Australian registered business name; in any Australian State or Territory

· an Australian partnership or sole trader 

· a foreign company licensed to trade in Australia

· an owner of an Australian registered trade mark or a trade mark application

· an association incorporated in any Australian State or Territory

· an Australian commercial statutory body 

· Allocation rules - enable a Registrant to obtain a domain name in the .com.au, .net.au, .org.au and .asn.au open 2LDs if it: 

· exactly matches the name of the Registrant’s company or trading name, organization or association name or trade mark; 

· Is an or acronym or abbreviation of the Registrant’s company or trading name, organization or association name or trade mark; or

· is otherwise closely and substantially connected to the Registrant.

· “close and substantial connection”

· A Registrant may obtain a domain name licence for a name that has a close and substantial connection with the Registrant – introduced in 2002 and simplified in 2005 

· According to the 2005 policy rules, for .com.au and .net.au domain names, the domain name can have a “close and substantial connection”  in anyway. However, it must not be merely an acronym or abbreviation or words consisting of the registrant’s registered TM or application for a registered TM.

6.6
Domain Names as Intellectual Property

· purpose of domain names was to enable people to remember internet addresses more easily than a string of numbers

· because of their inherent characteristic of being easy to remember and to identify, domain names have acquired a further significance as business identifiers – indicate source of goods/services 

· As commercial activities have increased on the internet, domain names have become part of the standard communication tool used by businesses to identify themselves, their products and their activities – similar function to trade marks 

· The DNS was never intended to give rise to any proprietary rights in the names which were registered under the system

· Absence of formal requirements to be met to  register a domain name at the open gTLD level 

· Domain names in the .com space are allocated on a "first come, first served" basis, subject to minimal eligibility requirements

· Eligibility and allocation criteria for .au 2LDs have always been more strict than for the gTLDs 

· Domain names are an important asset of any business with an internet presence

· Not intellectual property but can be very valuable

· A domain name is a contractual right, held under licence from the Registrar

· In April 2001, a US Federal Court awarded $US65 million to the owners of the domain name sex.com: Kremen v Cohen. The defendant fraudulently obtained the domain name by means of a forged letter to the domain name Registrar and had illegally operated the site from 1995 onwards. The award comprised an estimate of the illegal profits earned by the defendant as well as damages incurred by the owners.

· Domain names may be registered as trade marks – need to meet the usual criteria

· used as a “badge of origin” in relation to goods or services

· distinctiveness

· A range of activities give rise to disputes over entitlement to domain names, including: 

· Cybersquatting (cyberpiracy or domain name piracy) - involves the bad faith, abusive registration and use of the distinctive trade marks of others as domain names, with the intention to profit from the goodwill associated with those trade marks, typically by offering the domain name for sale at a substantial profit

· Typosquatting – involves the registration of a deliberate misspelling of a popular domain name in order to divert trade or traffic 

· Cyberjacking - a domain name is registered with the aim of criticising or defaming another person or company

· Metatagging - involves using codes (metatags) in the source code of webpages which contain keywords or descriptions referring to the names or trade marks of competitors, resulting in a diversion of business away from the competitors’ websites

· Reverse domain name hijacking - involves a complaint brought in bad faith by a third party against a domain name Registrant, in an attempt to deprive the Registrant of the domain name it has registered 

· Competing claims of legitimate trade mark owners

· Infringement of registered trade mark 

6.7
Disputes over Domain Names and Dispute Resolution

Many disputes involving rights in and use of domain names have been considered in Australia. The domain name disputes hav typically come within the framework of the law on trade mark infringement, contravention of the TPA/FTAs passing off and breach of contract.

6.7.1
Types of Disputes

Prior to 2000, there was no specific dispute resolution mechanism for disputes involving TLDs (2002 for .au 2LDs).

6.7.2
Action under the Trade Marks Act

· no reported Australian cases in which a domain name has been held to have infringed a registered TM under s 120 of the Trade Marks Act 1995

· It is at least theoretically possible for a .au domain name to infringe a registered trade mark but in practice, it is usually hard to establish a TM infringement (see CSR Ltd v Resource Capital Australia Pty Ltd [2003] FCA 279)

· Advisory Council on Intellectual Property (ACIP) commented in its 2004 issues paper, A review of the relationship between trade marks and business names, company names and domain names  

· Registered trade mark infringement may occur where a domain name is registered in good faith, where the words in the domain name are identical with, substantially identical with or deceptively similar to a registered trade mark, and where the domain name is connected with a website concerned with trading in the same goods or services, or goods or services of the same description as those in relation to which the trade mark is registered.

· For a domain name to infringe a registered TM, something more is required than the mere registration of a domain name that is substantially identical with, or deceptively similar to, the registered mark.

· To establish liability, would need to show that the domain name has been used as a TM in Australia in relation to the goods or services for which it is registered, or similar or closely related goods or services.

· In the case of a well-known trade mark, use of the domain name would have to indicate to the public a connection between the owner of the TM and the goods or services offered by the holder of the domain name.

· This issue was considered unsuccessfully in Virgin Enterprises v Virgin Star [2005] FCA 1846.

· Para 6.185

· Buchanan Group Pty Ltd v Sorgetti [2002] FCA 1646 Heerey J

· Applicants owned registered TM, “Brand Power”

· Respondents obtained domain name brandpower.com and developed a web site at that address

· Did not reach a conclusion but expressed the view that it was at least arguable that the respondents had infringed the applicants’ TM and issued an interlocutory injunction restraining the use of the words “brand power” in the course of trade and the domain name brandpower.com

6.7.3
Action under the Trade Practices Act

· Trade Practices Act contraventions and passing off

· In several decisions, the use of domain names has been held to contravene ss 52 and/or 53 of the Trade Practices Act 1974 

· the courts have made orders requiring all necessary steps to be taken to transfer, cancel or de-register the disputed domain name 

·  Macquarie Bank Ltd. v Seagle [2008] FCA 1417:  registrant breached s 52 Trade Practices Act  in registering domain names in .com, .net and .us domains which are related to Macquarie Bank.

· architectsaustralia.com.au - The Architects (Australia) Pty Ltd v Witty Consultants [2002] QSC 139

· csrsugar.com and csrsugar.com.au - CSR Ltd v Resource Capital Australia Pty Ltd [2003] FCA 279 

· “mumford” in yoga web site metatags - Kailash Center for Personal Development Inc v Yoga Magik Pty Ltd [2003] FCA 536 

· Markfoys.com.au - Mark Foys Pty Ltd v TVSN (Pacific) Ltd [2000] FCA 1626

· sydneyflowermarket.com.au (respondent), sydneyflowermarket.com, sydneyflowermarket.net and sydneyflowermarket.net.au (applicant) - Sydney Markets Limited v Sydney Flower Market Pty Ltd [2002] FCA 124 (22 February 2002)

6.7.4
Dispute Resolution under Uniform Domain-Name Dispute-Resolution Policy (UDRP)

· apparent need for more straightforward, inexpensive procedures for resolving disputes between domain name Registrants and third parties about entitlement to register and use domain names   

· WIPO report, The Management of Internet Names and Addresses: Intellectual Property Issues (1999) recommended the introduction of mandatory and uniform procedures for resolving disputes about names registered in the gTLDs

· Acceptance of this recommendation led to development of the Uniform Domain Name Dispute Resolution Policy (UDRP) - approved by ICANN in October 1999 -  entered into force on 1 January 2000

· Following its introduction in 2000, the UDRP rapidly became the international standard for resolving domain name disputes

· UDRP establishes procedures for dealing with disputes between a domain name Registrant and a third party complainant (ie, a party other than the Registrar) in cases where 

· the domain name is identical or confusingly similar to the complainant’s trade mark; 

· The registrant has no rights or legitimate interest in the domain name; and 

· it is alleged that the domain name has been registered and is being used in bad faith (eg cybersquatting) 

· UDRP applies to disputes in the .com, .org, .net, .biz, .info and .name gTLDs 

· UDRP is binding on all ICANN-accredited Registrars for these top level domains, through inclusion in their Registrar Agreements with ICANN

· UDRP is designed to protect existing trade marks by discouraging, and resolving disputes about, the abusive registration of trade marks as domain names

· Where a domain name has been registered in bad faith, it can be cancelled or transferred to the trade mark owner

· UDRP acknowledges that other avenues are available for resolution of trade mark-based domain name disputes between a Registrant and third party complainant: mutual agreement between the parties, arbitration, or proceedings in a court of competent jurisdiction  - see para 3 of UDRP – alternatives envisaged by paras 3(a) and (b); UDRP resolution under para 3(c)

· Since URDP came into force in 2000, the vast majority of disputes about domain names have been dealt with under its administrative dispute resolution procedures

· Up to December 2008: 

· 14,663 complaints involving 26,262 gTLDs and ccTLDs had been decided (95% involved gTLDs)

· In 2008, almost 30% of all cases were settled without a panel decision. 85% of the panel decisions favored the complainant. 15% of the complaints were denied. 

· By March 2007, 10,555 complaints involving 19,000 gTLDs and ccTLDs had been decided (95% involved gTLDs)

· In both 2003 and 2004, approx 1,100 complaints were filed with the WIPO Centre; approx 86% of these resulted in transfer of the disputed domain name; the complaint was denied in only 13% of the cases dealt with by the WIPO Centre in each of those years

· In the United States, the inadequacies of the existing laws in dealing with cybersquatting led Congress to enact the Anticybersquatting Consumer Protection Act 1999 (ACPA) which amended the US Trademark Act 1946 (the Lanham Act)

· ACPA creates civil liability for registration, trafficking in or use of a domain name that is identical or confusingly similar to a distinctive trade mark or which dilutes a famous trade mark

· Applies to personal names as well as distinctive trade marks and famous trade marks where the registration, trafficking in or use of the domain name is done with a bad faith intent to profit from the mark

· The ACPA sets out a non-exhaustive list of factors to be applied in determining, on a case-by-case basis, whether a domain name holder is acting in bad faith

· Remedies under the ACPA include injunctions, forfeiture, cancellation or transfer of the domain name, recovery of profits and actual damages or, at the election of the trade mark owner, statutory damages of $1,000 to $100,000 per domain name.

· The “Sucks” cases:

· Wal-Mart Stores, Inc. v. Walmartsucks and Walmarket Puerto Rico (Case No. D2000- 0477)

· walmartuksucks.com, walmartcanadasucks.com, wal-martcanadasucks.com, walmartpeurtorico.com, walmartpeurtoricosucks.com

· Held: it was free speech, public interest in parodic expression & no cybersquatting  

· Celebrity Names:

· In the case involving the the domain name brucespringsteen.com, the panel stated that “the Internet is an instrument for purveying information, comment and opinion… and any attempt to curtail it’s use should be strongly discouraged” & thus, there is no cybersquatting c/f celinedion.com

· C/f older case such as madonna.com, juliaroberts.com, etc

· The law is unclear in this area

6.7.5
Dispute Resolution under auDRP in relation to .au Domain Names

· Administrative dispute resolution procedures based on the UDRP have been adopted by the administrators of many ccTLDs, including the .au ccTLD

· auDA Board approved Dispute Resolution Working Party Report (June 2001) recommendations

· Adopt auDRP, based on UDRP, to apply to all open .au subdomains

· Note that there some significant differences between auDRP and UDRP

· .au Dispute Resolution Policy (auDRP) http://www.auda.org.au/policy/audrp

· commenced 1 August 2002

· mandatory administrative procedure, adapted from UDRP

· cheaper, faster alternative to litigation for resolution of disputes between a registrant and another party who claims to have rights to the DN

· Complaints are submitted to any auDA-approved dispute resolution service

· Complaints heard by a panel of 1 or 3

· Each provider has its own rules + auDRP rules:

· Leading Edge ADR (LEADR)

· Chartered Institute of Arbitrators (CIArb)

· Institute of Arbitrators & Mediators Aust (IAMA)

· WIPO 

· See:

· Current auDRP proceedings: http://www.auda.org.au/audrp/current-proceedings/

· 1 currently being dealt with (April 2009):

· earthmove.com.au

· Completed auDRP proceedings: http://www.auda.org.au/audrp/proceedings-archive/

· By June 2008, the auDRP has received 126 cases. 9 (7.1%) of the complaints have been withdrawn.

· Between 1 July 2007 to 1 July 2008, 24 out of 31 (67.74%) of these cases have been decided in favour of the complainant. 

· See for example, Melbourne IT’s Terms and Conditions for a com.au Domain Name Licence: http://www.melbourneit.com.au/policies/aupolicy.php

· DISPUTES:  

· 35.The Licensee agrees to be bound by the auDA dispute resolution policy, auDRP (the .au Dispute Resolution Policy) in the event of disputes between Melbourne IT and the Licensee, or between the Licensee and a third party, in relation to a party's entitlements to register or maintain a Domain Name registration. 

· 36.The Licensee acknowledges that auDA may develop and implement other dispute resolution policies. The Licensee agrees to be bound by such dispute resolution policies where notified to the Licensee by auDA. 

· To succeed in obtaining an order for transfer or cancellation of domain name registration, complainant must establish each element of clause 4(a) of Schedule A of the auDRP: 

·  (i) the domain name is identical or confusingly similar to a name, trademark or service mark in which the complainant has rights; and

·  (ii) the holder of the domain name has no rights or legitimate interests in respect of the domain name; and  

· (iii) the domain name has been registered or subsequently used in bad faith.

· Bad faith defined in 4(b)

· In paragraph (i), “name” includes not only the complainant’s personal name but also the name of the complainant’s company, business or other legal or trading name, as registered with the relevant Government authority.

· For the purposes of paragraph (iii) of clause 4(a), the circumstances, as set out in clause 4(b), are deemed, non-exhaustively, to be evidence of the registration and use in bad faith:

· circumstances indicating that the domain name has been registered or acquired primarily for the purpose of selling, renting, or otherwise transferring the domain name registration to another person for valuable consideration in excess of documented or out-of-pocket costs directly related to the domain name; or (contd over)

· Acquired domain name primarily for selling or renting it

· Registered it to prevent owner of the mark from using it.

· Used the Domain Name to disrupt someone else’s business

· Used it commercially to attract website visitors by confusing them as to the complainant. 

· the domain name has been registered in order to prevent the owner of a name, trademark or service mark from reflecting that name or mark in a corresponding domain name; or

· the domain name has been registered primarily for the purpose of disrupting the business or activities of another person; or 

· the domain name has been used to intentionally attract, for commercial gain, internet users to a website or other online location, by creating a likelihood of confusion with the complainant’s name or mark as to the source, sponsorship, affiliation, or endorsement of that website or location or of a product or service on that website or location

· Clause 4(c) states that, in responding to a complaint, a respondent may demonstrate his rights and legitimate interests in the domain name by establishing, without limitation, one of the following: 

· that, before any notice of the subject matter of the dispute, bona fide use, or demonstrable preparations were made to use, the domain name or a name corresponding to the domain name in connection with an offering of goods or services (not being the offering of domain names acquired for the purpose of selling, renting or otherwise transferring); or [continued]

· that he (as an individual, business or other organisation) has been commonly known by the domain name, even if he has acquired no trademark or service mark rights; or

· that he is making a legitimate non-commercial or fair use of the domain name, without intent for commercial gain to misleadingly divert consumers or to tarnish the name, trademark or service mark at issue.  

· onus of proof is on the complainant

· complainant may seek to have the domain name licence cancelled or transferred to themselves, provided they are eligible to hold it

· panel decisions are binding on both parties

· no provision for appeals but unsuccessful party may initiate court proceedings against the other party

· Facebook Inc v Callverse Pty Ltd (Case No DAU2008-0007)

· establishing bad faith: depends on the facts of the case.

· The Panel stated: ‘If the registration of the disputed domain name by the Respondent predates the Complainant’s acquisition of trade mark rights in the word FACEBOOK …, the fact may be relevant to the assessment of whether or not the respondent has rights or legitimate interests in the domain name or of registration in bad faith... 

·  … The Panel is not limited to the application of the circumstances of paragraph 4(b) of the Policy, to determine whether the disputed domain name was registered (or used) in bad faith. 

· Trade mark owners have succeeded in obtaining transfers of the following domain names:

· mapquest.com.au WIPO-DAU2006-0016 (19 March 2007)

· clubjenna.com.au WIPO-DAU2006-0013 (7 February 2007)

· napoleonperdis.com.au WIPO-DAU2006-0014 (31 January 2007)

· sandisk.com.au WIPO-DAU2006-0009 (10 January 2007)

· adjustit.com.au LEADR-auDRO15/06 (19 January 2007)

· sydneynewyearseve.com.au LEADR-auDRP14/06 (18 December 2006)

· freetv.com.au LEADR-auDRP13/06 (20 November 2006)

· australianpenthouse.com.au LEADR-auDRP10/06 (24 October 2006)

· astonmartin.com.au LEADR-auDRP09/06 (3 October 2006)

· whitepage.com.au WIPO-DAU2006-0008 (5 October 2006)

· kurandaskyrail.com.au IAMA-2959 (4 July 2006)

· melways.com.au WIPO-DAU2006-0005 (26 June 2006)

· hia.com.au LEADR-auDRP (28 November 2005)

· Complaints were resolved in favour of the respondent (domain name registrant) in the following cases:

· australiantooling.com.au IAMA-3045 (10 April 2007)

· seekfinance.com.au WIPO-DAU2006-0012 (28 February 2007)

· seekbusiness.com.au WIPO-CAU2006-0010 (18 January 2007)

· doteasy.com.au WIPO-DAU-2006-0011 (31 January 2007)

· freeparking.com.au WIPO-DAU2006-0007 (17 October 2006)

· buyaustralian.com.au LEADR-auDRP08/06 (23 August 2006)

· newcars.com.au LEADR-auDRP06/06 (24 June 2006)

6.7.6
.au Dispute Resolution Policy (auDRP) – Actual Text

SCHEDULE A
NOTES:
1. This policy has been adapted from the Uniform Dispute Resolution Policy (UDRP) of the Internet Corporation for Assigned Names and Numbers (ICANN). Some sections of this policy are substantively different from the UDRP. For an explanation of the differences, see the report of the auDA Dispute Resolution Working Group at http://www.auda.org.au/policy/audrp
2. This policy is intended to operate between the registrar and its licensee (the domain name holder or registrant). Thus, the policy uses "we" and "our" to refer to the registrar and it uses "you" and "your" to refer to the domain name holder.
1. Purpose. The .au Dispute Resolution Policy ("auDRP") is incorporated by reference into your Registrant Agreement, and sets forth the terms and conditions in connection with a dispute between you and any partyother than us (the registrar) over the registration and use of an Internet domain name registered by youin one of the open .au second level domains (2LDs). Proceedings under Paragraph 4 of this Policy will be conducted according to the Rules for the auDRP (the "auDRP Rules"), which are at Schedule B of this document,and the selected administrative dispute resolution service provider's supplemental rules.

2. Your Representations. By applying to register a domain name, or by asking us to maintain or renew a domain name registration, you hereby represent and warrant to us that (a) the statements that you made in your domain name application are complete and accurate, including those as to your eligibility for a domain name in the open 2LD; (b) to your knowledge, the registration of the domain name will not infringe upon or otherwise violate the rights of any third party; (c) you are not registering the domain name for an unlawful purpose; and (d) you will not knowingly use the domain name in violation of any applicable laws or regulations It is your responsibility to determine whether your domain name registration infringes or violates someone else's rights.

3. Cancellations, Transfers, and Changes. We will cancel, transfer or otherwise make changes to domain name registrations under the following circumstances:

a. subject to the provisions of Paragraph 8, our receipt of written or appropriate electronic instructions from you or your authorised agent to take such action;

b. our receipt of an order from a court or arbitral tribunal, in each case of competent jurisdiction, requiring such action; and/or

c. our receipt of a decision of an Administrative Panel requiring such action in any administrative proceeding to which you were a party and which was conducted under this Policy or a later version of this Policy adopted by auDA, subject to Paragraph 4(i) and (k) below.

We may also cancel, transfer or otherwise make changes to a domain name registration in accordance with the terms of your Registrant Agreement or other legal requirements.

4. Mandatory Administrative Proceeding. This Paragraph sets forth the type of disputes for which you are required to submit to a mandatory administrative proceeding. These proceedings will be conducted before one of the administrative dispute resolution service providers listed on the auDA web site at http://www.auda.org.au/policy/audrp (each, a "Provider").

a. Applicable Disputes. You are required to submit to a mandatory administrative proceeding in the event that a third party (a "complainant") asserts to the applicable Provider, in compliance with the Rules of Procedure that:

(i) your domain name is identical or confusingly similar to a name [Note 1], trademark or service mark in which the complainant has rights; and (ii) you have no rights or legitimate interests in respect of the domain name [Note 2]; and (iii) your domain name has been registered or subsequently used in bad faith.

In an administrative proceeding, the complainant bears the onus of proof.

b. Evidence of Registration or Use in Bad Faith. For the purposes of Paragraph 4(a)(iii), the following circumstances, in particular but without limitation, if found by the Panel to be present, shall be evidence of the registration and use of a domain name in bad faith:

(i) circumstances indicating that you have registered or you have acquired the domain name primarily for the purpose of selling, renting, or otherwise transferring the domain name registration to another person for valuable consideration in excess of your documented out-of-pocket costs directly related to the domain name; or (ii) you have registered the domain name in order to prevent the owner of a name, trademark or service mark from reflecting that name or mark in a corresponding domain name; or (iii) you have registered the domain name primarily for the purpose of disrupting the business or activities of another person; or (iv) by using the domain name, you have intentionally attempted to attract, for commercial gain, Internet users to a web site or other online location, by creating a likelihood of confusion with the complainant's name or mark as to the source, sponsorship, affiliation, or endorsement of that web site or location or of a product or service on that web site or location.

c. How to Demonstrate Your Rights to and Legitimate Interests in the Domain Name in Responding to a Complaint. When you receive a complaint, you should refer to Paragraph 5 of the auDRP Rules in determining how your response should be prepared. Any of the following circumstances, in particular but without limitation, if found by the Panel to be proved based on its evaluation of all evidence presented, is to be taken to demonstrate your rights or legitimate interests to the domain name for purposes of Paragraph 4(a)(ii):

(i) before any notice to you of the subject matter of the dispute, your bona fide use of, or demonstrable preparations to use, the domain name or a name corresponding to the domain name in connection with an offering of goods or services (not being the offering of domain names that you have acquired for the purpose of selling, renting or otherwise transferring); or (ii) you (as an individual, business, or other organisation) have been commonly known by the domain name, even if you have acquired no trademark or service mark rights; or (iii) you are making a legitimate non-commercial or fair use of the domain name, without intent for commercial gain to misleadingly divert consumers or to tarnish the name, trademark or service mark at issue.

d. Selection of Provider. The complainant must select the Provider from among those approved by auDA by submitting the complaint to that Provider. The selected Provider will administer the proceeding, except in cases of consolidation as described in Paragraph 4(f).

e. Initiation of Proceeding and Process and Appointment of Administrative Panel. The auDRP Rules state the process for initiating and conducting a proceeding and for appointing the panel that will decide the dispute (the "Administrative Panel").

f. Consolidation. In the event of multiple disputes between you and a complainant, either you or the complainant may petition to consolidate the disputes before a single Administrative Panel. This petition shall be made to the first Administrative Panel appointed to hear a pending dispute between the parties. This Administrative Panel may consolidate before it any or all such disputes in its sole discretion, provided that the disputes being consolidated are governed by this Policy or a later version of this Policy adopted by auDA.

g. Fees. All fees charged by a Provider in connection with any dispute before an Administrative Panel pursuant to this Policy shall be paid by the complainant, except in cases where you elect to expand the Administrative Panel from one to three panelists as provided in Paragraph 5(b)(iv) of the Rules of Procedure, in which case all fees will be borne evenly by you and the complainant.

h. Our Involvement in Administrative Proceedings. We do not, and will not, participate in the administration or conduct of any proceeding before an Administrative Panel. In addition, we will not be liable as a result of any decisions rendered by the Administrative Panel.

i. Remedies. The remedies available to a complainant pursuant to any proceeding before an Administrative Panel shall be limited to requiring the cancellation of your domain name or the transfer of your domain name registration to the complainant (provided that the complainant is otherwise eligible to hold that domain name).

j. Notification and Publication. The Provider shall notify us of any decision made by an Administrative Panel with respect to a domain name you have registered with us. All decisions under this Policy will be published in full over the Internet, except when an Administrative Panel determines in an exceptional case to redact portions of its decision.

k. Availability of Court Proceedings. The mandatory administrative proceeding requirements set forth in Paragraph 4 shall not prevent either you or the complainant from submitting the dispute to a court of competent jurisdiction for independent resolution before such mandatory administrative proceeding is commenced or after such proceeding is concluded. If an Administrative Panel decides that your domain name registration should be cancelled or transferred, we will wait ten (10) business days (as observed in the location of our principal office) after we are informed by the applicable Provider of the Administrative Panel's decision before implementing that decision. We will then implement the decision unless we have received from you during that ten (10) business day period official documentation (such as a copy of a complaint, sealed by the registrar of the court) that you have commenced a lawsuit against the complainant. If we receive such documentation within the ten (10) business day period, we will not implement the Administrative Panel's decision, and we will take no further action, until we receive (i) evidence satisfactory to us of a resolution between the parties; (ii) evidence satisfactory to us that your lawsuit has been dismissed, withdrawn or abandoned; or (iii) a copy of an order from such court dismissing your lawsuit or ordering that you do not have the right to continue to use your domain name.

5. All Other Disputes and Litigation. All other disputes between you and any party other than us regarding your domain name registration that are not brought pursuant to the mandatory administrative proceeding provisions of Paragraph 4 shall be resolved between you and such other party through any court, arbitration or other proceeding that may be available.

6. Our Involvement in Disputes. We will not participate in any way in any dispute between you and any party other than us regarding the registration and use of your domain name. You shall not name us as a party or otherwise include us in any such proceeding. In the event that we are named as a party in any such proceeding, we reserve the right to raise any and all defenses deemed appropriate, and to take any other action necessary to defend ourselves.

7. Maintaining the Status Quo. We will not cancel, transfer, activate, deactivate, or otherwise change the status of any domain name registration under this Policy except as provided in Paragraph 3 above.

8. Transfers During a Dispute.
a. Transfers of a Domain Name to a New Holder. You may not transfer your domain name registration to another holder (i) during a pending administrative proceeding brought pursuant to Paragraph 4 or for a period of fifteen (15) business days (as observed in the location of our principal place of business) after such proceeding is concluded; or (ii) during a pending court proceeding or arbitration commenced regarding your domain name unless the party to whom the domain name registration is being transferred agrees, in writing, to be bound by the decision of the court or arbitrator. We reserve the right to cancel any transfer of a domain name registration to another holder that is made in violation of this subparagraph.

b. Changing Registrars. You may not transfer your domain name registration to another registrar during a pending administrative proceeding brought pursuant to Paragraph 4 or for a period of fifteen (15) business days (as observed in the location of our principal place of business) after such proceeding is concluded. You may transfer administration of your domain name registration to another registrar during a pending court action or arbitration, provided that the domain name you have registered with us shall continue to be subject to the proceedings commenced against you in accordance with the terms of this Policy. In the event that you transfer a domain name registration to us during the pendency of a court action or arbitration, such dispute shall remain subject to the domain name dispute policy of the registrar from which the domain name registration was transferred.

9. Policy Modifications. This Policy may only be modified by auDA.

6.8
Dealings with Domain Names

· DNs are not property - cannot transfer rights of ownership

· DNs are held on licence for 2 year period, subject to terms and conditions set out in the licence - standard terms and conditions prohibit the sale or registration for the purpose of sale

· Clause 2.1 of the Domain Name Eligibility and Allocation Policy Rules for Open Second Level Domains (2LDs):

· “There are no proprietary rights in the domain name system (DNS).  A registrant does not own a domain name.  Instead, the registrant holds a licence to use a domain name, for a specified period of time and under certain terms and conditions.”    

· Under the terms of their Registrar Agreements with auDA, Accredited Registrars are required to include in their Registrant Agreements (domain name licences) express provisions that the registrant must not directly or indirectly, register a domain name for the purpose of selling it

· This requirement is reflected in clause 8 of the Melbourne IT .au Domain Name Licence Agreement, which requires the registrant to agree that it will not, directly or indirectly, register a domain name for the purpose of selling it or transfer, or purport to transfer, a right of ownership in any domain name.

· Relaxation of the rules on the sale of domain names:

· The Transfer (Change of Registrant) Policy (2008-08) allows the registrant to sell their domain name licence to another eligible entity by any means and for any reason.  However, it cannot be sold within the first 6 months of registration.

· However, note also:

· Schedule A Domain Name Eligibility & Allocation rules for the Open 2LDs (2008-05) which prohibits registering a domain name solely for the purposes of resale of the domain name 

· Domain names can be sold in many ways: -

· Sold in an auction website (e.g. ebay)

· List it for sale in your own website

· Use a domain name brokerage website (e.g. gTLDs and a few open ccTLDs are sold at sedo.com).  

· Advertise in newspapers

· Contact the buyer directly


· a Registrant may transfer his domain name licence to a proposed new Registrant in the circumstances described in auDA’s Transfers (Change of Registrant) Policy,  
 Policy No. 2004-03, Published July 2004  

· Under auDA’s Transfers (Change of Registrant) Policy, a registrant may transfer a domain name licence to another party;

· also, changes to the .au domain name policy in July 2002, mean that sublicensing of domain names is now permitted

· Previously, a registrant who was not entitled to continue to hold a domain name licence or had no further use for the domain name was required to delete it

· The Transfers Policy sets out the circumstances in which a domain name licence may be transferred to an eligible registrant

· If a request for transfer does not fall within one of the permitted categories it must be rejected by the registrar

· Transfer (Change of Registrant) Policy introduced by auDA in October 2002, permits registrant, in a limited set of circumstances, to transfer a domain name licence to a proposed new registrant who is eligible to hold the domain name; on transfer, a new 2yr DN  licence is issued to the new registrant.

· As a sale does not fall within the circumstances described in the Transfers Policy, any purported sale will not be effective in causing a domain name to be transferred from the registrant to another party

· If auDA determines that the registrant has offered the domain name for sale, it contacts the registrant and requests the domain name to be withdrawn from sale

· If the registrant withdraws the domain name from sale, auDA will take no further action but if the registrant fails to withdraw the domain name from sale or does not respond to auDA’s request, auDA will instruct the registrar to delete the domain name

· Transfer is permitted in the following circumstances: 

· the Registrant sells or assigns part or all of his business or intellectual property rights to the proposed new Registrant and the sale document includes the transfer of the domain name licence

· the Registrant, being a legal entity, is liquidated or enters into administration and the administrator authorizes the transfer of the domain name licence to the proposed new Registrant

· the Registrant and the proposed new Registrant belong to the same group of related entities (eg parent company and subsidiary

· the Registrant is holding the domain name licence as an agent of the proposed new Registrant and at the time of registration the Registrant had entered into an agreement to transfer the domain name licence to the proposed new Registrant at a future date, eg where an ISP, lawyer or other service provider registers a domain name on behalf of a client

· the Registrant is required to transfer the domain name licence to the new Registrant by the order of an arbitrator, tribunal, court or legislative body, eg in the case of a proceeding under the auDRP 

· the Registrant has entered into an agreement to transfer the domain name licence to the new Registrant in settlement of a dispute between the parties, eg where a trade mark infringement dispute is settled out of court


6.9
Problem Domain Name Question – Exam Answer Flow

1. Point out briefly the facts of the problem:

a. Point out what the website contains, and why that is relevant

b. Point out how long the plaintiff has been carrying on their business

c. State any other salient facts (ie used to be an employee etc)

2. Identify the issue:

a. Is X cybersquatting on the <domain name> domain name?

b. Is X infringing Y’s trade mark?

c. Is X engaging in misleading or deceptive conduct under s 52 TPA?

3. Work out whether the UDRP or the auDRP applies

a. The auDRP will apply where the ccTLD is an Australian one (ie where it has .au at the far right)

b. The UDRP will apply for all (most?) other domain names, ie without .au.

c. Maybe say something about TLDs (refer to 6.3.1
Top Level Domains (TLDs) (including gTLDs and ccTLDs) on page 124).

4. Explain the 3 elements to establish that X is cybersquatting

a. Clause 4(a) and (b) of the auDRP set out the substantive elements the complainant must show to prove the respondent is cybersquatting. The complainant bears the onus of proof (clause 4(a)).

b. Firstly, the domain name must be identical or confusingly similar to a name in which the complainant has rights (clause 4(a)(i) auDRP)

i. Includes business names, company names, trade marks, service marks, personal name, or any other legal trading name (Note 1, Schedule B, auDRP)

ii. If not identical or confusingly similar, see alternative avenues below.

c. Secondly, the respondent must have no rights or legitimate interests in the domain name that is currently registered to them (clause 4(a)(ii) auDRP)

i. Rights or legitimate interests in respect of the domain name are not established merely by a registrar's determination that the respondent satisfied the relevant eligibility criteria for the domain name at the time of registration (Note 2, Schedule B, auDRP).

ii. To show a legitimate interest, the burden of proof shifts to the respondent to make out the elements in clause 4(c). They are:

1. Before notice of the dispute, there was a bona fide use of (or preparation to use) the domain name to offer goods or services (clause 4(c)(i); or

2. Respondent is commonly known by the domain name, even if no trade mark or service mark has been acquired by them (clause 4(c)(ii)); or

3. Respondent is making a legitimate, non-commercial or fair use of the domain name, without intent for commercial gain, to misleadingly divert consumers, or to tarnish the name, trade mark or service mark of the complainant (clause 4(c)(iii)).

iii. If the respondent does have a legitimate interest etc, see alternative avenues below.

d. Thirdly, the complainant must show that the domain name was registered, or subsequently used, in bad faith (clause 4(a)(iii) auDRP).

i. Evidence of registration or use in bad faith is provided for in clause 4(b), however clause 4(b) is not exhaustive – the court can look at other factors (Facebook v Callverse).

ii. A domain name is registered or used in bad faith where:

1. The respondent registers or acquires the domain name primarily for the purpose of selling it for a price in excess of their documented out-of-pocket expenses (clause 4(b)(i)); or

2. The respondent registers the domain name to prevent the complainant from reflecting their ownership of IP in it (clause 4(b)(ii)); or

3. The respondent registered the domain name primarily for the purpose of disrupting the business or activities of another person (clause 4(b)(iii)); or

4. Using the domain name to intentionally attract (for commercial gain) internet users by creating a likelihood of confusion with the complainant’s name or trade mark etc, as to the source, sponsorship, affiliation, or endorsement of that website or of a product or service on that website.

iii. Facebook Inc v Callverse Pty Ltd
1. establishing bad faith: depends on the facts of the case.

2. The Panel stated: 
‘If the registration of the disputed domain name by the Respondent predates the Complainant’s acquisition of trade mark rights in the word Facebook …, the fact may be relevant to the assessment of whether or not the respondent has rights or legitimate interests in the domain name or of registration in bad faith... 

 … The Panel is not limited to the application of the circumstances of paragraph 4(b) of the Policy, to determine whether the disputed domain name was registered (or used) in bad faith. 

iv. If cannot show bad faith within these meanings, see alternative avenues below.

e. If these elements can be made out, the respondent is cybersquatting on the complainant’s domain name.

5. State the remedies available (under UDRP / auDRP)

a. The complainant can seek to have the domain name licence cancelled, or transferred to him, provided he himself is eligible to hold it (clause 3(c) auDRP).

b. Note: there is no appeal process in the auDRP itself. However, the losing party may appeal to the courts.

6. State alternative avenues of redress available

a. Clause 4(k) of the auDRP allows the complainant and respondent to go to the court for an independent resolution of the issue. The court can make an order for cancellation or transfer, and auDA will give effect to it within 10 days (clause 3(b) + 4(k) auDRP).

b. The complainant can bring an action under s 52 of the TPA for misleading or deceptive conduct (see 3.5.1
Misleading or Deceptive Conduct (s 52 TPA) – Exam Flow on page 50).

c. The complainant can bring an action for the tort of “passing off”.

d. The complainant can bring an action for trade mark infringement under the Trade Marks Act 1990 (provided they own a trade mark).

i. See 6.7.2
Action under the Trade Marks Act on page 130.
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7.0
CONTENT REGULATION

Regulation of internet content has been the subject of prolonged international debate involving complex issues such as freedom of speech, jurisdiction and technical feasibility.

The Australian regulatory framework in regard to internet content was based on the notion of users being empowered to employ technology, such as filtering software, to regulate objectionable material. Now the government seems to be leaning towards ISP- or National-level filtering.

But server level filtering is not seen as an appropriate mechanism for regulating objectionable content, largely because filtering on such a broad scale is not effective, and has the potential to distort and slow down the internet. Similarly, national level filtering is hard to justify in a democratic society, as it allows the state to censor the free flow of information across the internet. Links back to What is End-to-End Design (e2e)? on page 9 and Professor Lawrence Lessig’s opinion on e2e on page 10.

7.1
General Information about Content Regulation

· Freedom of expression, education etc balanced against protection from harm and community standards?

· US “freedom of speech” for pornography

· AU: why we engage in censorship:

· (From “National Classification Code”)

· Classification decisions are to give effect, as far as possible, to the following principles:

· (a) adults should be able to read, hear and see what they want;

· (b) minors should be protected from material likely to harm or disturb them;

· (c) everyone should be protected from exposure to unsolicited material that they find offensive;

· (d) the need to take account of community concerns about:

· (i) depictions that condone or incite violence, particularly sexual violence; and

· (ii) the portrayal of persons in a demeaning manner.

· This topic is about: government regulation and co-regulation of material and distribution technology.

7.2
Regulation of Sexually Explicit Material Online

Since the mid-1990s he issue of regulating content has provoked fierce debate over the role of government in censoring the distribution of content. In the US, the First Amendment right to freedom of speech has meant that the US Congress has tried and failed on a number of occasions to regulate the available of objectionable content on the internet.

7.2.1
United States Position

Reno v ACLU (1997)

FACTS: 

Several litigants challenged the constitutionality of two provisions in the 1996 Communications Decency Act. Intended to protect minors from unsuitable internet material, the Act criminalized the intentional transmission of "obscene or indecent" messages as well as the transmission of information which depicts or describes "sexual or excretory activities or organs" in a manner deemed "offensive" by community standards. After being enjoined by a District Court from enforcing the above provisions, except for the one concerning obscenity and its inherent protection against child pornography, Attorney General Janet Reno appealed directly to the Supreme Court as provided for by the Act's special review provisions.

ISSUE: 

Did certain provisions of the 1996 Communications Decency Act violate the First and Fifth Amendments by being overly broad and vague in their definitions of the types of internet communications which they criminalized?

HELD: 

Yes. The Court held that the Act violated the First Amendment because its regulations amounted to a content-based blanket restriction of free speech. The Act failed to clearly define "indecent" communications, limit its restrictions to particular times or individuals (by showing that it would not impact on adults), provide supportive statements from an authority on the unique nature of internet communications, or conclusively demonstrate that the transmission of "offensive" material is devoid of any social value. The Court added that since the First Amendment distinguishes between "indecent" and "obscene" sexual expressions, protecting only the former, the Act could be saved from facial overbreadth challenges if it dropped the words "or indecent" from its text. The Court refused to address any Fifth Amendment issues.

The court was not willing to tolerate arguments that this was simply a zoning of the internet, in much the same way as red light districts are zoned etc. This was because the zoning would be universal in nature, in that it applied to cyberspace generally (@ 867-8).

The internet cannot be compared to more invasive mediums like broadcasting (radio and television): communications over the internet do not invade an individual’s home or appear on one’s computer screen unbidden. Users seldom encounter content by accident. Almost all explicit content is preceded by warnings (@ 868-9).

Content on the internet is as diverse as human thought (@ 870).

[T]he CDA lacks the precision that the First Amendment requires when a statute regulates the content of speech. In order to deny minors access to potentially harmful speech, the CDA effectively suppresses a large amount of speech that adults have a constitutional right to receive and to address to one another. That burden on adult speech is unacceptable if less restrictive alternatives would be at least as effective in achieving the legitimate purpose that the statute was enacted to serve.

7.2.2
Australian Position

In the wake of Reno v ACLU, the Australian Government moved to enact a system of content regulation. The Australian “co-regulatory” model obliges internet service providers and internet content hosts to operate in accordance with the classification scheme used for films in the real world. Prohibited content cannot be hosted and must be taken down when put on notice.

The co-regulatory scheme is governed under the Broadcasting Services Act 1992 (Cth).

SOME KEY TERMS [3.25]
· “Internet Content”: “that is kept on a data storage device and is accessed or available for access through an Internet carriage service”

· Specific exclusion for “material transmitted as a broadcasting service”

· So, if had webcam and were streaming live, it would not fall within this definition ( one of the holes in the scheme.

· Now, new type of regulated content in Schedule 7 specifically designed to pick that up.

· “Internet Carriage Service”: “listed service that enables end-users to access the internet”

· “Internet Content Host (ICH)”: “A person who does or proposes to host content in Australia”

· “Internet Service Provider (ISP)”: a person who supplies or proposes to supply internet carriage service to the public

· Specific exclusion for intranet not available to public

· So if not providing to the public, then not an ISP under this definition. Ie QUT may not be an ISP?

· “Prohibited Material”: see BSA Schs 5, 7

· Any “Refused Classification” (RC)

· Any “X 18+”

· “R 18+” that isn’t subject to a restricted access system (such as age verification)

· All internet content uses the “film” rating system, unless otherwise appropriate e.g. (the content is a computer game)

· Ratings

· The co-regulatory structure for the internet applies the ratings system in the “National Classification Code” that is administered by the Australian Government Classification Board:

· G, PG and M are advisory categories. Advisory categories are not restricted to anyone.

· MA 15+, R 18+ and X 18+ are legally restricted categories – there are laws regarding who can watch material classified MA 15+ and over.

· RC: Refused Classification (therefore banned).

· deals with certain matters (for example sex, drug misuse, cruelty, violence) in such away that it offends against the standards of morality, decency and propriety generally accepted by reasonable adults to the extent that it should not be classified;

· describes or depicts a child in such a way that it is likely to cause offence to a reasonable adult; or

· promotes, incites or instructs in respect of crime or violence.

· “X 18+” is non-violent, sexually explicit material involving consenting adults which is not likely to cause offence to a reasonable adult, but which is not suitable for persons aged under 18 years

· “R 18+” is any content apart from “RC” or “X 18+” content which is not suitable for persons under 18 years old.

7.3
Complaint Procedure for Material Hosted in Australia

1. ACMA receives complaint

a. Complaint driven process: ACMA investigates complaints, but may initiate its own investigations

b. Complaints may be about material, or contraventions of codes of practice

c. Complaints may only be by a resident of Australia or a body corporate that has activities in Cth, state or territory.

2. ACMA investigates material

a. If certain it is prohibited, issues a final takedown notice.

b. If substantial likelihood that it is RC or X18+ (potential prohibited content, see BSA Sch 7 Div 5), issues an interim takedown notice while the Classification Board classifies the material.  If substantial likelihood it is R18+, no takedown notice required while classification board classifies the material.

c. Then issues a final takedown notice if material is classified as prohibited.

3. ACMA issues interim takedown notice for material

4. ACMA requests rating of material by Classification Review Board

5. ACMA issues final takedown notice

a. Take Down Notice: BSA Sch 7 Part 3 Div 3

i. Interim: directs an internet content host (ICH) not to host the material until further advised

ii. Final: directs an ICH not to host the material

1. Also can direct not to host similar material now or in the future

2. NOTE: Can be reversed at some point.

a. A final takedown notice can be revoked in certain circumstances:

b. The classification is R 18+ and the material is placed behind a restricted access system

c. The classification is changed

d. May delay issuing to not prejudice law enforcement investigations

iii. Must be complied with as soon as reasonably practical, at latest by 6pm next business day.

7.3.1
Complaint Procedure for Material Hosted Outside Australia

· If the material is serious enough, ACMA must notify a relevant authority

· If there is a registered code of practice, notify ISPs under the terms of that code

· There is in Australia – so the below point is redundant.

· If there is no code of practice, issue a “standard access prevention notice”

· These require the ISP to take reasonable steps to prevent their end users from accessing the material. Must be complied with by 6pm next business day.

· If there are links to the content on an Australian website, can issue a “link-deletion notice”.

7.4
Industry Standards and Codes of Practice

· Framework provided in Part 5 of Schedule 5 of BSA and Part 4 of Schedule 7.

· Internet industry may develop a code of practice

· Compliance is voluntary, but…

· If the industry code is not up to standard ACMA may make a mandatory industry standard.

· See BSA s 60 for “matters that must be dealt with in an industry standard”.

· Note that ICH and ISP are considered distinct segments of the industry.

· Industry Response

· Internet Industry Association

· 3 codes registered with Australian Broadcasting Authority in 1999

· Updated in 2005 to improve protection of children and regulate mobile carriers.

· New “Restricted Access Systems Declaration” December 2007

· Defines a reasonable restricted access system

· New Code for ICH registered 10 July 2008

· ICHs must take reasonable steps to ensure restricted content is not available to children

· Encourage their customers to use appropriate warnings

· Encourage customers to educate their end-users on various matters

· ICHs must have a procedure for responding to takedown notices, assist investigations into unlawful content etc.

· ISP

· Take reasonable steps to not allow accounts to children without adult consent

· Educate users about online safety, etc

· Requires ISPs to make available a filter approved as “family friendly” by the IIA, and instructions for use etc.

· Enforcement of Online Provider Rules

· Breaches of rules may result in formal warnings from ACMA or an order to cease supplying services

· Breaching online provider rules carries fine of 50 Penalty units ($5,500 for individuals, $27,500 for body corporates)

· New offence for each day.

· Immunity from Civil Liability

· Schedule 5 Clause 88 provides immunity from civil liability for acts done in compliance with the Schedule or under a registered code of practice.

· Clause 91 provides further protection from certain state laws.

7.5
Regulation of Mobile Content (includes general internet)

· Mobile content can come either through mobile specific technologies (SMS, MMS), “walled garden” internet portals, or general internet.

· SMS, MMS and walled garden portals are regulated by the Telecommunications Act 1997 (Cth).

· Ie not the BSA.

· But the General internet on mobile phones is covered by the BSA.

· IIA Content codes regulate “mobile carriers” – Australian based members of the IIA who provide mobile content hosted on servers within Australia to end-users.

· Generally, these providers exercise greater control over the content than general ICHs or ISPs.

· May only provide restricted content to non corporate, non wholesale end users who:

· Have requested access to the content (opted in)

· Have paid in advance (pre-paid) or will pay in arrears (post-paid)

· The mobile carrier has taken reasonable steps to ascertain are not less than 18 years old.

· Valid credit card or other identification.

· Mobile content providers must educate their users about managing children’s access to mobile content, content filtering and complaint processes.

· Complaints must be dealt with according to Schedule 2 of the Content Codes.

· Restricted Access System

· Declaration for RAS took effect 20 Jan 2008 that applies to both internet and mobile carriers where they are required to have a “restricted access system”

· For R18+ content, RAS must:

· require an application for access

· require proof of age

· Include a risk analysis on the proof of age provided

· Verify the proof of age by applying the risk analysis

· Provide warnings as to the nature of the content

· Provide safety information for parents and guardians on how to control access to the content

· Limit access to the content by the use of a PIN or other means

· Include relevant QA

· Retain records of age verification for 2 years, then destroy them

· Communications Legislation Amendment (Content Services) Act 2007

· Introduced BSA Schedule 7 and amendments to BSA Sch 5.

· Permits blacklisting

· Deals with “links-services”

· Deals with convergent services (3G phones – is it internet or mobile content?)
· New requirements for commercial content services

· Coverage of “live” content services.

· Codifies the co-regulatory approach to the RAS declaration

· Links-Service

· Content service that provides links to content to the public

· Exemption for search engines that:

· do not specialise in links to (potential) prohibited content and 

· are not specified as non-exempt in the regulation and

· otherwise comply with the regulations

· Wikileaks as a links-service?

· Live Content Service

· Defined in negative “does not include stored content”

· Is provided from Australia

· Live content is classified in segments called ‘short duration segments’ of no more than 60 minutes.

· The segments may overlap.

· Facilitates identification of potentially prohibited content that is live streamed for interim takedown notices.

· Duties of Content Hosts

· Industry codes must deal with requirements for “trained content assessors”

· See IIA Content Services Code Part B for implementation, see next slide.

· Ensuring live content that would be illegal is not provided

· IIA Content Code Content Assessment (8.2)

· Where:

· (a) a Commercial Content Service Provider provides or proposes to provide Stored Content (other than Content that is an Eligible Electronic Publication) as part of a Commercial Content Service (other than a news service or a current affairs service) provided to End Users; and

· (b) this particular Stored Content has not been classified by the Classification Board; and

· (c) the Commercial Content Service Provider acting reasonably considers the Stored Content to be substantially likely to be classified as Prohibited Content or Potential Prohibited Content,

· the Commercial Content Service Provider must ensure that the Stored Content has been assessed by a Trained Content Assessor prior to making that Stored Content available to End Users.

· Similar provision applies for live content in 8.3 if acting reasonably considers the live content is of a kind which is substantially likely to be Potential Prohibited Content

7.6
Technological Methods of Regulation

[3.65] At the end of the day, the solution to the availability of objectionable content on the internet is seen by many as being intimately connected with technologies that can be distributed easily and cheaply, and implemented amongst a broad user base. In essence, this is the philosophy behind the Australian co-regulatory regime, especially in relation to content which is hosted overseas.

Technological regulation (or, as Lessig calls it “code as law”) is often suggested as the solution to content regulation (see 2.1.3
Code or Technology as Law [1.125] on page 24).

The IIA " Family Friendly ISP" Seal Program
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On 26 March 2002, the IIA launched the IIA Family Friendly ISP scheme. This is designed to dovetail with the Codes of Practice by providing a visible symbol, the "Ladybird Seal" to show which Australian ISPs are compliant with the IIA Codes. It is hoped that internet users, particularly those responsible for the care of children using the internet, will take advantage of the information and tools that compliant ISPs must offer as part of the code scheme.    

What does the "IIA Family Friendly ISP" (Ladybird) seal mean?
Australian ISPs bearing this seal have agreed to comply with the IIA Codes of Practice. Under the IIA Codes, ISPs are required to provide their users with certain information, plus the option of obtaining a "IIA Family Friendly" content filter (ie. one that is on the IIA Family Friendly filters published on this page).
7.6.1
Server-Level Filtering [3.80]

· Policy of then Federal Leader of the Opposition, Kim Beazley.

· Server level filtering to all households, schools and public internet access.

· Would be a blacklist of content controlled by ACMA

· Government response at the time was government provided free filters to homes and public libraries.

· After change of government, Senator Conroy (Minister for Communications) reaffirmed  the ALP policy for server level filtering

· “Clean Feed” used in other countries without great success.

· Questions from civil libertarians about what is “inappropriate material”

· And of course, base questions of censorship in a liberal democratic society.

Electronic Frontiers’ Article on Mandatory ISP Internet Blocking

http://www.efa.org.au/censorship/mandatory-isp-blocking/

Why Labor’s proposed system would not be a “clean feed”

Labor’s policy document states:

“Labor’s ISP policy will prevent Australian children from accessing any content that has been identified as prohibited by ACMA, including sites such as those containing child pornography and X-rated material.

“Labor will also ensure that the ACMA black list is more comprehensive. It will do so, for example, by liaising with international agencies such as Interpol, Europol, the Federal Bureau of Investigation (FBI) and the Child Exploitation and Online Protection (CEOP) Centre and ISPs to ensure that adequate online protection is provided to Australian children and families.” [page 5]

Previous documents about the policy, and subsequent remarks by the Minister, confirm that the clean feed is to operate under the auspices of the ACMA and its content classification regime.

The use of the term “clean feed” to describe such a system is highly misleading. The system would not result in anything remotely like a “clean feed” and would be nothing more than a token gesture in terms of protecting children. If Labor’s system were to be implemented under the misnomer “clean feed”, it would have very high potential to lure some parents into a false sense of security in relation to their children’s online safety. 

Size of the ACMA blocking list

If Labor’s system were to be put in place now, the Australian Communications and Media Authority’s (ACMA’s) blocking list would consist of less than 3,236 web pages. That is the total number of items that ACMA identified as prohibited during the 5.5 years to 30 June 2005 since ACMA (formerly the ABA) commenced identifying prohibited content in 2000. ACMA identified 3236 items (web pages and newsgroup postings) as prohibited. Of those, 334 items deemed hosted on Australian sites (which includes a high proportion of newsgroup postings) were taken down, and 2902 items hosted on overseas web sites were notified to filter vendors for blocking. (See Six-month Report on the Online Content Co-regulatory Scheme - Reporting Period 11: January to June 2005

HYPERLINK "http://www.efa.org.au/censorship/mandatory-isp-blocking/#ref8anc"
[8], tabled by the Minister for Communications, Information Technology and the Arts, October 2005.)

Obviously a system that blocked only the small quantity of content identified as prohibited by the ACMA would not be remotely effective in protecting children. At the least, it would be necessary to provide ACMA with significantly more funding to enable them to employ a large number of staff to look for potentially prohibited content and classify it. (The estimated total cost quoted in the Government report titled Report on Review of Schedule 5 to the Broadcasting Services Act 1992

HYPERLINK "http://www.efa.org.au/censorship/mandatory-isp-blocking/#ref9anc"
[9] did not include such costs).

There are clear indications, including the Senator’s vague but frequent reference to “inappropriate” material, that the clean feed might mandate the filtering of R18+ rated material. For instance, the Labor Herald carried a Q&A stating that “Labor will require ISPs to filter out R, RC and X rated material as part of a clean feed for home internet connections.”

However, given the millions of web pages that could contain prohibited content, it would be physically impossible for a group of humans, even a very large group, to find and classify all potentially prohibited content, or even a large proportion of it. A recent estimate[9a] puts the number of web pages around the 30 billion mark. If one tenth of one percent of those pages were to be reviewed for material inappropriate for children, that would be 30 million pages. At 100 pages per day per person, you would need approximately 1000 people working for a year to review all these, at which point the list would already be hopelessly out of date. For instance, between 2004 and 2005 the size of the Google index grew from 4.28 billion web pages to 8 billion, and this level of growth is continuing

Further, according to advice to EFA from a relevant Labor Party policy adviser, Labor’s system would not involve additional funding to ACMA to look for potentially prohibited content, the complaints-based nature of the existing regulatory system would remain. (Under the existing system, ACMA staff do not spend time looking for potentially prohibited content, they decide whether or not particular content is prohibited after receiving a complaint about it). EFA was advised that the Labor Party expects that if ISP based filtering was implemented, then more people would make complaints to ACMA and so ACMA’s blocking list would increase in size. EFA finds such a possibility unlikely given that, for the last 6 years, members of the public have been able to make complaints to ACMA so that prohibited content would be added to filtering software blocking lists (if it was not already on those lists). 

What type of content would be blocked?

Currently prohibited content

Content identified by the ACMA as ‘prohibited content’ under Australian law is a relatively small category of content in terms of the many categories of content that parents may consider unsuitable for their children. The ‘prohibited content’ category consists of content that would be ‘Refused Classification’ (child sexual abuse, acts of extreme violence or cruelty, etc) or would be classified X18+ (non violent sexually explicit). It also includes content that is or would be classified R18+ but is not behind an approved age verification scheme, and in some cases MA15+ content (when provided by a mobile phone service provider). 

Proposed extension to R18+ content hosted overseas

There are clear indications, including from the Senator’s vague but frequent reference to “inappropriate” material, that the clean feed might mandate the filtering of R18+ rated material. For instance, the Labor Herald carried a Q&A stating that “Labor will require ISPs to filter out R, RC and X rated material as part of a clean feed for home internet connections.”[9b]
In response to an earlier enquiry by EFA, a relevant Labor Party policy adviser stated that Labor’s system would block R18+ content hosted on overseas sites that had been the subject of a complaint and had been classified by ACMA and that the existing legislation, which does not apply to R18+ content hosted overseas, would be changed accordingly.

EFA considers that Labor’s intention to extend the regulatory scheme to R18+ content on local or overseas sites makes Labor’s one-size-fits-all system even more impractical than it would otherwise be.

Significantly more adults are likely to wish to opt out of a filtering system that blocks R18+ content (in addition to X18+ and RC) because content that would be classified R18+ includes a wide range of material that does not involve sexually explicit or violent material. A high proportion of material classified R18+ under Australian law is so classified for other reasons, that is, because it contains detailed information and/or discussion about “adult themes” that is, aspects of adult life that are potentially harmful or disturbing to minors. According to the Office of Film and Literature Classification (”OFLC”) “adult themes” include references to and depictions associated with “issues such as suicide, crime, corruption, marital problems, emotional trauma, drug and alcohol dependency, death and serious illness, racism, religious issues” (OFLC Guidelines for the Classification of Films and Videotapes and Internet Content, issued September 2000).

The following statistics showing the reasons for R classifications have been extracted from the tables in OFLC Annual Reports for the three years ended June 2000 (this type of statistical information has not been made publicly available in OFLC Annual Reports since the year ended June 2000, the year in which the online regulatory scheme commenced):
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R18+ Sex %| Violence % Language %|  Other%|  Total %
Films 16.67 44.44 0.00 38.89 100

99/00
Videos 20.14 20.81 3.35 55.70 100
Films 24.14 20.69 345 5172 100

98/99
Videos 32.43 16.21 2.70 48.65 | 100
Films 8.51 21.28 2.13 68.00 100

97/98
Videos 13.37 12.73 2.55 7134 100





According to a Labor Party policy adviser, Labor believes that the ACMA does not enforce the existing online regulatory regime against R18+ content of the above mentioned type (”adult themes”), i.e. that ACMA does not enforce the law in accordance with the existing legislation, and the Labor Party plans to ensure that would continue to be the case. EFA considers it unlikely that ACMA is not properly enforcing the existing law and it is not apparent how Labor could know whether ACMA is or is not because details about why online content has been classified R18+ are kept secret. Such information is not made publicly available, unlike details about why offline films and publications have been classified R18+ which are provided in associated consumer advice information and in the OFLC’s online database.

Furthermore, the existing legislation does not apply to R18+ content hosted on overseas sites, and it is unlikely that law abiding content providers (individuals, non-profit organisations, or businesses) would be making such information available on Australian hosted sites because existing law requires such material to be placed behind an adult verification system. Adult verification systems are impractical for non-commercial sites, that is, sites that do not charge for access and therefore cannot use credit cards for the purpose of assuming the credit card user is an adult. Therefore non-commercial content providers are likely to have such content hosted on overseas sites. Hence, EFA believes there would be very little, if any, R18+ content involving adult themes being brought to ACMA’s attention because the existing legislation would not apply to it. Therefore, there is no means of knowing how, or if, ACMA would enforce the law if complaints about such material on overseas sites were able to be made to ACMA.

EFA has also been informed that the Labor Party might decide to change existing legislation to ensure that Labor’s blocking system would not apply to R18+ content involving adult themes as distinct from sexually explicit or violent material. EFA considers such an idea completely impractical and undesirable. A different set of classification rules for online content compared to offline content would result in confusion among parents and other Australians about what R18+ material is, and thereby undermine community trust in the existing classification category system. It would also introduce a greater level of complexity in classifying material for members of the Classification Boards and ACMA’s online content classification staff. Furthermore, any proposal to restructure the R18+ category into subsets for both online and offline material would be highly unlikely to be achievable because it would require the agreement of all State and Territory Governments. The reason Australia does not have an R18+ category for computer games, despite widespread public support for an R18+ rating, is because reportedly one State Government (S.A.) refuses to support such a rating. It seems extremely unlikely that all, if any, State and Territory Governments would support a fundamental change to the well understood existing classification scheme to create sub-sets of the R18+ classification.

Labor’s plan to include R18+ content presents a high risk that adults would be blocked from accessing content classified R18+, including material that does not involve sexually explicit material or violence, when using Internet cafes and libraries due to technical and administrative problems involved in attempting to implement an ‘opt out’ system, as discussed later herein.

Who would decide what is to be blocked?

As discussed above, Labor’s mandatory ISP filtering scheme would be a token gesture that blocked only a few thousand pages identified by ACMA. Labor’s plan does not include provision of additional funding to enable ACMA to employ a large number of staff to look for potentially prohibited content among the 8 billion pages on the World Wide Web, in order to develop a vastly larger blocking list necessary to more effectively protect children.

Some proponents of mandatory ISP blocking may be of the view that ISPs could use lists developed by commercial filtering vendors, or rely on the artificial intelligence of filter software “guessing” engines. However, neither option would be appropriate in a government mandated scheme. The use of software guessing engines would undoubtedly result in blocking of content that would not be prohibited. In the case of blocking lists, filtering vendors (most of which are American businesses) cannot know what content is or would be “prohibited content” under Australian law unless the content has been classified by an Australian government authority and the filter vendors notified accordingly.

Irrespective of the location of filter vendors, Australian government classifiers often disagree over what should, or should not be censored, and their decisions are from time to time highly publicly controversial. Australians’ Internet access should not be restricted by decisions made by artificial intelligence and/or the opinions of commercial filter vendors. Existing Internet censorship legislation requires classification decisions to be made by Australian government censorship agencies. This role should not be handed over to businesses, either ISPs or filter vendors.
7.6.1
National-Level Filtering [3.85]

· “The great firewall of china”: Rules on the Administration of Internet News Information Services (RAINIS)

· Generally used to control such things as news reporting, citizen journalism, etc

The Great Firewall of China

The Great Firewall of China is a censorship and surveillance project operated by the Ministry of Public Security (MPS) of the People's Republic of China. The project started in 1998 and began operations in November of 2003.

Purpose

In September 2002, Li Runsen, the technology director at MPS and member of the Golden Shield leadership, further explained this broad definition to thousands of police nationwide at a meeting in Beijing called “Information Technology for China’s Public Security”.

In October 2001, Greg Walton of the International Centre for Human Rights and Democratic Development published a report; he wrote:

Old style censorship is being replaced with a massive, ubiquitous architecture of surveillance: the Golden Shield. Ultimately, the aim is to integrate a gigantic online database with an all-encompassing surveillance network – incorporating speech and face recognition, closed-circuit television, smart cards, credit records, and Internet surveillance technologies. 

In July 2007, authorities intensified the "monitoring and control" of The Great Firewall, causing email disruption, in anticipation of the Shanghai Cooperation Organization meeting scheduled for August 2007.

Some commonly-used methods for censoring are:

IP blocking. The access to a certain IP address is denied. If the target Web site is hosted in a shared hosting server, all Web sites on the same server will be blocked. This affects all IP protocols (mostly TCP) such as HTTP, FTP or POP. A typical circumvention method is to find proxies that have access to the target Web sites, but proxies may be jammed or blocked, and some Web sites such as Wikipedia also block proxies from editing articles. Some large Web sites such as Google allocated additional IP addresses to circumvent the block, but later the block was extended to cover the new addresses.

DNS filtering and redirection. Don't resolve domain names, or return incorrect IP addresses. This affects all IP protocols such as HTTP, FTP or POP. A typical circumvention method is to find a domain name server that resolves domain names correctly, but domain name servers are subject to blockage as well, especially IP blocking. Another workaround is to bypass DNS if the IP address is obtainable from other sources and is not blocked. Examples are modifying the Hosts file or typing the IP address instead of the domain name in a Web browser.

URL filtering. Scan the requested Uniform Resource Locator (URL) string for target keywords regardless of the domain name specified in the URL. This affects the Hypertext Transfer Protocol. Typical circumvention methods are to use escaped characters in the URL, or to use encrypted protocols such as VPN and SSL.

Packet filtering. Terminate TCP packet transmissions when a certain number of controversial keywords are detected. This affects all TCP protocols such as HTTP, FTP or POP, but Search engine pages are more likely to be censored. Typical circumvention methods are to use encrypted protocols such as VPN and SSL, to escape the HTML content, or reducing the TCP/IP stack's MTU, thus reducing the amount of text contained in a given packet.

Connection reset. If a previous TCP connection is blocked by the filter, future connection attempts from both sides will also be blocked for up to 30 minutes. Depending on the location of the block, other users or Web sites may be also blocked if the communications are routed to the location of the block. A circumvention method is to ignore the reset packet sent by the firewall. 

Censored content

While search results appear to be unfiltered[citation needed], if the user clicks on a censored page it will not display. Mainland Chinese Internet censorship programs have censored Web sites that include (among other things):

· Web sites belonging to outlawed or suppressed groups, such as Falun Gong and pro-democracy activists

· News sources that often cover some taboo topics such as police brutality, Tiananmen Square protests of 1989, freedom of speech, democracy, and Marxist sites.[12] These sites include Voice of America and the Chinese edition of BBC News.

· Sites related to the Taiwanese government, media, or other organizations, including sites dedicated to religious content, and most large Taiwanese community websites or blogs.

· Web sites that contain anything the Chinese authorities regard as obscenity or pornography
· Web sites relating to criminal activity

· Sites linked with the Dalai Lama, his teachings or the International Tibet Independence Movement
· Most blogging sites, such as blogger.com, wordpress.com, experience frequent or permanent outages

· Web sites deemed as subversive

Blocked Web sites are indexed to a lesser degree, if at all, by some Chinese search engines, such as Baidu and Google China. This sometimes has considerable impact on search results.

According to The New York Times, Google has set up computer systems inside China that try to access Web sites outside the country. If a site is inaccessible, then it is added to Google China's blacklist. However, once unblocked, the Web sites will be reindexed.

7.7
Reporting Obligations

· The Criminal Code Act 1995 (Cth) provides:

· 474.25 Obligations of Internet service providers and Internet content hosts

· A person commits an offence if the person:

· (a) is an Internet service provider or an Internet content host; and

· (b) is aware that the service provided by the person can be used to access particular material that the person has reasonable grounds to believe is:

· (i) child pornography material; or

· (ii) child abuse material; and

· (c) does not refer details of the material to the Australian Federal Police within a reasonable time after becoming aware of the existence of the material.

8.0
PRIVACY

[10.05] Developments in the information and communications technologies have given rise to increasing concerns about the extent to which they enable the privacy of internet users to be violated and their personal information to be misused.

8.1
General Information about Privacy

· Many internet technologies have a real or potential impact on privacy

· Digital technology enables large volumes of data to be collected, stored and accessed quickly, easily and cheaply -  has resulted in a proliferation of different ways in which personal information is used

· Such uses have been expanded by the migration of records from paper-based to digital form 

· Other developments which have a potentially significant impact on individuals’ privacy are:

· widespread availability of digital cameras, mobile telephones that take photographs

· rise in popularity of user-generated content websites

· improved search engines

· indexing of internet content

· emergence of “access corporations” such as Google

· Easier for a much wider range of personal information to be captured in digital form - such information can readily be uploaded to internet websites from which even obscure material can be retrieved by powerful search engines

· widely-used internet technologies eg cookies and web bugs can enable  information about internet users to be gathered, matched, profiled, replicated and distributed – these also have a significant impact on online privacy

· Surveys have consistently shown that individuals are more concerned about their privacy when using the internet than they are when engaged in other activities

· The importance of building trust and confidence in online transactions has long been a recurring theme in relation to e-commerce

· In consultation workshops with young people aged 12 - 25, conducted by the Australian Law Reform Commission as part of the wide-ranging review of privacy that commenced in 2006, privacy in online spaces such as YouTube and MySpace was raised as an issue of major importance to young people

· The Privacy Commissioner commissioned studies in 2004 and 2007:

Wallis Report – Community Attitudes to Privacy
· Looked specifically at privacy and the internet

· “The conclusion that can be drawn is that Australians believe the Internet is not as secure as other more traditional means of providing information.” 

· 50% were more concerned about providing information over the Internet than they were two years previously; 

· 31% were as concerned;

· 11% were less concerned 

· A higher proportion of younger Australians aged under 24 claimed to be less concerned than two years ago. However four times as many young Australians claimed to be more or as concerned than they were two years ago. 

· Generally speaking, the community is more concerned about providing information over the Internet than in hard copy format or over the telephone. Despite this, 67% of Australians claimed not to provide false information over the Internet in order to protect their privacy.

· 65% of respondents indicated that they are more concerned about providing details online versus in hard copy format. The proportion feeling more concerned about providing details online versus over the telephone is lower at 45%. Conversely, only 6% of Australians feel less concerned using the Internet versus hard copy and one in eight (12%) feels less concerned using the Internet as opposed to the telephone. 

· Businesses selling over the Internet continue to be perceived as the least trustworthy of the organisations considered by respondents

· Only 17% considered online businesses to be trustworthy, but this was a significant increase on 2004 (9%)

· Concerns about online privacy have been heightened by the constant stream of incidents involving disclosure of personal information, such as name, address, credit card details and social security 

· Numerous examples of serious security breaches which have resulted in the personal information of large numbers of individuals being disclosed

· Technological developments have led to calls for the law to be reviewed and reformed to provide better protection in the online environment - developments in internet and online technologies are providing the impetus for changes in privacy laws to protect internet users

· In the past, the introduction of new technologies, such as the telephone – which enabled private behaviour or information to be monitored or accessed by others – gave rise to concerns similar to those which have emerged with the internet

· The relationship between technological developments and the evolution of privacy protection was noted by the ALRC – became a more significant issue as the review progressed 

8.2
The Concept of Privacy

· Information privacy, which involves the establishment of rules governing the collection and handling of personal data such as credit information, and medical and government records. It is also known as “data protection”

· Paterson explains “information privacy” and distinguishes it from confidentiality and information security as follows:

· “Information privacy is primarily concerned with the autonomy of the individual and has at its core a concern with the ability of individuals to exercise control over their own personal information. It is therefore “not simply an absence of information about us in the minds of others; rather it is the control we have over information about ourselves”.

· Bodily privacy, which concerns the protection of people’s physical selves against invasive procedures such as genetic tests, drug testing and cavity searches

· Privacy of communications, which covers the security and privacy of mail, telephones, e-mail and other forms of communication; and

· Territorial privacy, which concerns the setting of limits on intrusion into the domestic and other environments such as the workplace or public space. This includes searches, video surveillance and ID checks.

8.3
Privacy Threats Online

· Concerns about privacy are heightened in the internet context because of the fact that internet users’ online activities – for example, sending emails, searching for websites, buying or selling goods or services – can readily be tracked 

· A great deal of personal information can be collected without users’ consent or knowledge 

· Much of the vast amount of personal information that is being collected is networked, thus enabling it to be shared among organisations and across national borders and used for various purposes, including data matching, marketing by means of unsolicited emails (spam), creating profiles of individuals and establishing a person’s identity

· The problem was explained by the ALRC in Report No. 108 (2008), chapter 9:

· 9.16 Currently, vast amounts of data are collected about internet users, often without their knowledge or consent. For example, data are often collected about the search terms an internet user has entered into an online search engine; the websites an internet user has visited; and the goods or services an internet user has purchased or inquired about online. Data are also collected about internet users who use tools provided by online search engines, such as free email and map services. These data have the potential to reveal a substantial amount of information about an internet user, including ‘information about health, education, credit history, [and] sexual or political orientation’. Information collected about internet users is not usually linked directly to an individual, but rather to a particular computer. This is because each computer connected to the internet is allocated a unique Internet Protocol (IP) address for the duration of each internet session.  Some information collected about internet users may be subject to the model Unified Privacy Principles (UPPs).

· 9.17 Information collected about internet users can be used for a variety of purposes, such as to create a profile of the individual for marketing purposes. 

8.4
Technologies Affecting Privacy

· Several widely-used internet technologies can have a significant impact on the privacy of persons engaging in online activities

· These technologies enable a great deal of information (correct or false) to be gathered, matched and profiled,  replicated, distributed and sold

· The kinds of data collected may include geographical location, name, date of birth and so on. The potential for privacy abuses to occur through the use of these technologies is heightened because they can be installed and operated without the knowledge of internet users

COOKIES [10.25]
· A cookie is a piece of information that an Internet website sends to your browser when you access information at that site. Upon receipt of the information your browser saves the information on your hard-disk (unless your browser doesn't support cookies). Each time you use your computer to access that same website, the information that was previously received is sent back to the website by your browser. Most commonly used browsers support the use of cookies. 

· Why are cookies used? Generally, for those of us that access the Internet through a public ISP, each request we make to a website cannot be linked to a previous request, as each request does not contain a permanent unique identifier. Cookies allow website operators to assign a unique permanent identifier to a computer which can be used to associate the requests made to the website from that computer. 

· Cookies indicate to a website that you have been there before and can be used to record what parts of a website you visit. While cookies in themselves may not identify you, in the way a name or address does, a cookie could potentially be linked with other identifying information. For example, if you provide extra information about yourself to the website by buying something on-line or subscribing to a free service, then the cookies can be used to build up a profile of your buying habits and what you are interested in. They can then be used to tailor banner advertising to your interests. 

· Many web surfers object strongly to cookies as they feel that they invade their hard drive without their permission. 

HTTP [10.35] (Hypertext Transfer Protocol)
· When you access a web page from a website, the website expects you to provide certain information so that it can provide the page you request. The HyperText transfer protocol (HTTP) is the set of rules that websites and browsers follow in order to communicate. One obvious piece of information the website will require is what page you want to look at. The technical term for the location of this page is the Uniform Resource Locator (URL). http://www.privacy.gov.au is the URL for the Privacy Commissioner's home page. 

· There are various aspects of HTTP which may allow your surfing activities to be tracked. Other information which may be sent whenever you request a web page includes your e-mail address and the last web page you looked at. Whether this information is transmitted is dependant on whether your browser supports these options and whether you have got your browser configured with your e-mail address. You can visit http://www.uiuc.edu/cgi-bin/info to check out what information your browser is sending with each web page request. 

WEB BUGS [10.30]
A Web bug is an object that is embedded in a web page or e-mail and is usually invisible to the user but allows checking that a user has viewed the page or e-mail. One common use is in e-mail tracking.

SPYWARE [10.40]
Spyware is any kind of technology that helps gather information about a person or organisation without their knowledge or informed consent.

SEARCH ENGINES
Many offer facilities to search for people. If your name appears somewhere on the Internet then search engines can find it. Your name may be associated with other information about you so it may be possible for anyone using search engines to find out quite a bit about you. Some search engines also allow the searching of news groups for postings associated with an e-mail address. 

GOOGLE plans to use your web browsing history to target online ads 

· The new program is called "interest based" advertising – is being tested across Google’s websites and YouTube

· Previously, the types of ads that Google served to web surfers were based only on the content of the specific page being viewed 

· With behaviour advertising, Google and advertisers will be able to look at an individual's broader web history when deciding which ads to pitch 

· "If, for example, you love adventure travel and therefore visit adventure travel sites, Google could show you more ads for activities like hiking trips to Patagonia or African safaris," Google Vice President of Product Management said, adding that advertisers have been asking Google for such features for a long time. 

OTHERS
· See ALRC (2008) – Chapter 9

· http://www.austlii.edu.au/au/other/alrc/publications/reports/108/9.html 

· Privacy Commissioner

· http://www.privacy.gov.au/internet/internet_privacy/index.html 

· cookies 

· web bugs 

· Hypertext Transfer Protocol (HTTP)  

· spyware 

· digital rights management (DRM)

· application service providers 

· geo-location technologies

· RFID radio frequency identification

· search engines

8.5
Privacy-Enhancing Technologies and Practices

· Internet users can employ a range of readily available technologies – known as “privacy enhancing technologies” (PETs) – to enhance the privacy and security of their online communications

· Examples of PETs include 

· Platform for Privacy Preferences (P3P), a technological standard developed by the world wide web consortium (W3C), which enables a web user to determine the information they are willing to divulge in the online environment and the information they wish to be able to access 

· Pretty Good Privacy 

· digital signatures, which encrypt online communications so that  they can only be read by a party who has the appropriate “key”

· Internet users can also adopt practices which enhance their privacy online. 

· Edwards points out:

· “consideration of personal security and privacy threats to consumers [cannot] usefully be separated from the home security practices of those same individuals”.

· The risks of engaging in online transactions can be reduced by using websites displaying a seal of approval issued by an online security accreditation program, such as TRUSTe, which issues Web Privacy and Email Privacy seals.

· Industry has a role to play in promoting user privacy:

· internet browsers such as Safari, Microsoft’s Internet Explorer 8 (beta) and Mozilla’s Firefox 3.1 (beta) have introduced features that allow users to switch to private web surfing; 

· Microsoft’s digital identity management solution decouples the user identifier from personal information that could compromise a user’s privacy. 

· Government and industry must also work together to promote consumer safety online

· Australians need to understand how to act responsibly as cyber-citizens, how to protect personal information and identity online and to be aware of and respond appropriately to other risks such as cyber-bullying. 

· Government recognises the need for ongoing education about new online platforms and services such as social networking sites

· In September 2008, ACMA released a fact sheet - Social Networking: Staying Safe Online - that identifies potential risks from using such sites, what Australians can do to minimise their exposure to the enumerated risks and where to go for assistance if they do eventuate; 

· The Office of the Privacy Commissioner has also produced material aimed at educating individuals about how to protect their information when using social networking sites.

· Concern about social networking websites, such as MySpace and Facebook, which encourage visitors to expand their circle of friends through messaging tools and personal profile pages 

· A study by the Pew Internet and American Life Project shows that teenagers appear to be actively managing their online profiles to keep sensitive information away from those they do not wish to see it, whether strangers, parents or other persons

· The Pew report (April 2007) found that teenagers with profiles on blogs or social networking sites do not hesitate to give their first names and post photos of themselves on their personal online profiles: about 82% use their first names; about 79% include photos of themselves. However, they rarely post information that would enable strangers to locate them, such as their full name or phone number. Two-thirds (66%) of teenagers with profiles on blogs or social networking sites restrict access to their profile in some way, such as by requiring passwords or by making them available only to friends on an approved list.

RECOMMENDATIONS OF THE FEDERAL OFFICE OF THE PRIVACY COMMISSIONER
[10.45.1]

1.Only conduct business, visit sites or become involved with web sites that have adequate privacy policies that cover at least: 

–• to whom your information will be passed onto 

–• why the information is being collected 

–• how the information will be used 

–• how you can access information the organisation holds about you

–Read the privacy policy – ask why the information is required, what they will do with it and who it will be disclosed to

2. Take steps to protect online privacy, eg by installing and using privacy enhancing software, including:

–Firewall 

· Firewalls - stop unauthorised access to your machine while you are on-line, eg  

· Agnitum Firewall (Not Free) 

· Black Ice Defender  (Not Free) 

· Firestarter (Open source) 

· Kerio Firewall  (Not Free) 

· McAfee Personal Firewall (Not Free) 

· Norton Personal Firewall 2006 (Not Free) 

· Tiny Firewall  (Not Free) 

· Zone Alarm (Free) 

· NetDefender  (Open source) 

–Cookie Remover 

· Cookie Removers - where possible and practical do not accept cookies when browsing the internet and use cookie management and deletion programs such as:

·  Buzof ( Not Free) 

· CM DiskCleaner (Not Free) 

· Cookie Cop2 (Free) 

· Cookie Pal (Not Free) 

· HistoryKill (Not Free) 

· IEClean (Not Free) 

· Norton Internet Security (Not Free) 

· Tracks Eraser (Not Free) 

· WebWasher 

–Web Bug Remover 
–Anonymous Web Browsing 
–Encrypted Email 
–Advertising Filters 
–Anti-Spam Tools 
- Anti-Spyware Tools
3. Opt out of all further contact with the organisation when filling in forms unless you know you want to be in further contact with it

4. Only give as much personal information as you are comfortable with

5. Use an on-line identity and free email service to protect against  giving out your details to spammers

6. Request access to your personal information

7.  Make sure the information an organisation holds about you is accurate and up to date

8.6
Privacy Legislation in Australia

The situation with respect to statutory protection for personal information in Australia is quite complex and lacking in uniformity. The ALRC has described Australia’s privacy laws as “multi-layered, fragmented and inconsistent.”

Privacy is primarily regulated under the Privacy Act 1988 (Cth). It is limited in its application to Australian and ACT government entities and private sector businesses with an annual turnover of at least $3 million, or which handle health information. It gave effect to Australia’s obligations to implement the OECD Guidelines for the Protection of Privacy and Transborder Flows of Personal Data. It also partially implemented Australia’s obligations under article 17 of the International Covenant on Civil and Political Rights (the ICCPR).

In Queensland, there is no legislation applying to either the activities of public sector agencies or private sector business which fall below the threshold established by the Privacy Act. In Queensland, the handling of personal information by government agencies is regulated by administrative schemes.

· Privacy Act 1988 (Cth) provides 2 sets of privacy principles:

· Information Privacy Principles (IPPs) – 11 IPPs apply to Commonwealth government departments and agencies – set out in s 14 – similar (but not identical) to the 1980 OECD guidelines on privacy protection and transborder flows of personal data

· National Privacy Principles (NPPs) – 10 NPPs apply to private sector entities -  set out how private sector organisations should collect, use, keep secure and disclose personal information - apply to private sector “organisations”, that is, an individual, body corporate, partnership, or any other unincorporated association or trust that is not exempt from the operation of the Privacy Act
· The Commonwealth Privacy Act 1988 places obligations on Commonwealth agencies and certain private sector entities 

· The privacy protection offered by the legislation falls short of granting citizens a general right to privacy. 

· Instead the legislation is concerned with balancing the individuals’ interest in protecting their personal data from disclosure and public availability against the public interest in the free flow of information.

	NPP #
	Privacy Principle
	Area of regulation

	1.
	Collection
	Manner of collection and notice to be given.

	2.
	Use and Disclosure
	Restrictions on use and disclosure for secondary purposes.

	3.
	Quality
	Maintenance of data currency and accuracy.

	4.
	Security
	Protection from unauthorised access, modification and disclosure.

	5.
	Openness
	Provision of policy and other information.

	6.
	Access and Correction
	Provision of access for individuals to their personal information except in certain circumstances.

	7.
	Identifiers
	Manner of organisational use of identifiers.

	8.
	Anonymity
	Preservation of option to remain anonymous.

	9.
	Transborder data flows
	Conditions on transferring personal information outside Australia.

	10.
	Sensitive information
	Conditions on collection and handling of sensitive personal information.


Table 1 - Table of NPPs

· When compared to the European Union, Australia has been slow to recognise an individual's privacy interests

· Initially the Act only applied to the Commonwealth public sector – soon amended to deal with government data-matching activities and activities of credit providers; and also extended to cover the ACT public sector

· Private sector amendments enacted in 2000 - took effect on 21 December 2001 – introduced the NPPs which apply to: 

· private sector organisations (including not-for-profits) with an annual turnover of more than $3 million

· all health service providers, regardless of turnover

· some small businesses with an annual turnover of $3 million or less if they 

· trade in personal information

· are related to a larger business or

· are a contractor to Commonwealth agencies

· Australian privacy legislation is an example of an “opt-out” co-regulatory model. 

· It provides a set of principles and mechanism for regulating complaints and disputes

· Organisations and industries may develop and enforce their own privacy standards and mechanisms, and not be subject to the legislation if they have developed a code of practice approved by the Privacy Commissioner as providing substantially the same level of protection as the legislative regime, such as

· Market and Social Research Privacy Code

· Queensland Club Industry Privacy Code

· Biometrics Institute Privacy Code 

· Although businesses with an annual turnover of less than $3 million are not required to comply with the legislation, good business practice and international policies provide incentives to develop efficient and ethical personal data management practices 

· For example, a business that trades or has customers in an overseas jurisdiction may be required to meet the privacy requirements of the jurisdiction. 

· As individuals become more aware of the potential uses to which their personal data may be put, they are likely to demand privacy protections.

· Data protection legislation is technology-neutral. It imposes the same compliance requirements on organisations using physical media as it does on those using electronic media. In the electronic world, the issue of personal information privacy assumes greater significance, as the consequences of breaching the security of that information are more severe.

8.6.1
What is Regulated by Privacy Laws?

· how personal information is collected, kept and dealt with 

· “Personal information” is defined in s 6 as

· “information or an opinion (including information or an opinion forming part of a database), whether true or not, and whether recorded in a material form or not, about an individual whose identity is apparent, or can reasonably be ascertained, from the information or opinion”

· “Personal information” also includes “sensitive information”, defined in s 6 as: 

· (a) information or an opinion about an individual’s:

· (i) racial or ethnic origin; or

· (ii) political opinions; or

· (iii) membership of a political association; or

· (iv) religious beliefs or affiliations; or

· (v) philosophical beliefs; or

· (vi) membership of a professional or trade association; or

· (vii) membership of a trade union; or

· (viii) sexual preferences or practices; or

· (ix) criminal record;

that is also personal information; or

(b) health information about an individual; or

(c) genetic information about an individual that is not otherwise health information.

8.6.2
Privacy at Common Law

There is no common law right of privacy recognised throughout Australia except where it is incidental to the other rights recognised by the common law.

· The development of privacy law has been regarded as restricted by the decision in Victoria Park Racing and Recreation Grounds Co Ltd v Taylor (1937) 58 CLR 479  where the High Court expressly rejected, in dicta, the recognition of a tort based on invasion of privacy.

· The common law provides strong incidental protection where other more historically significant interests are at risk, eg confidentiality.

· The decision of Senior District Court Justice Skoien of the Queensland District Court in Grosse v Purvis was the first case to hold that a tort of invasion of privacy exists in Australia.

Skoien DCJ stated:

“It is a bold step to take, as it seems, the first step in this country to hold that there can be a civil action for damages based on the actionable right of an individual person to privacy. But I see it as a logical and desirable step. In my view there is such an actionable right.”
In this case, the essential elements of the action for invasion of privacy were stated as being: 

1. a willed act by the defendant;

2. which intrudes upon the privacy or seclusion of the plaintiff;

3. in a manner which would be considered highly offensive to a reasonable person of ordinary sensibilities;

4. and which causes the plaintiff detriment in the form of mental, psychological, emotional harm or distress or which prevents or hinders the plaintiff from doing an act which she is lawfully entitled to do.

Skoien SDCJ held that the plaintiff was able to prove the elements of the tort and awarded $178,000 by way of damages. 

· The Purvis decision is the law in Queensland and persuasive authority in other Australian jurisdictions. It was considered but not followed by the Federal Court in Kalaba v Commonwealth of Australia - expressly refused to adopt Grosse v Purvis and concluded that the weight of authority indicates that a cause of action for breach of privacy does not currently exist in Australia 

Jane Doe v Australian Broadcasting Corporation [2007] VCC
· Justice Hempel, County Court of Victoria, handed down another “bold” privacy decision:

· In a radio broadcast, the ABC had negligently identified the plaintiff as the victim of a rape, for which her estranged husband had been convicted

· The plaintiff instituted civil proceedings against ABC for breach of statutory duty, negligence, breach of confidence and breach of privacy

· While recognising that the privacy claim in this case differed from that in Grosse v Purvis, Judge Hempel upheld it on the basis that, in the circumstances, the defendant had invaded the plaintiff’s privacy by unjustifiably publishing personal information, that is information that the plaintiff had a reasonable expectation would remain clearly private

· this amounted to an “actionable wrong which gives rise to a right to recover damages according to the ordinary principles governing damages in tort”

· In the Purvis case, Skoien SDCJ in analysing the tort of invasion of privacy refers to the decision of the High Court in Australian Broadcasting Corporation v Lenah Game Meat Pty Ltd (2002) 208 CLR 199

In ABC v Lenah Game Meats Pty Ltd the High Court indicated that the judgment in Victoria Park does not preclude the recognition of a cause of action for invasion of privacy in Australia

· Lenah Game Meats Pty Ltd engaged in the processing and supply of game meat

· A person or persons broke into and installed hidden cameras in Lenah’s possum abattoir in Tasmania

· The film was handed over to Animal Liberation Ltd, which in turn gave a copy to the ABC so it could be broadcast

· The Supreme Court of Tasmania, at first instance, refused Lenah’s application for an interlocutory injunction to prevent the ABC from broadcasting the film footage

· On appeal, the Full Court of the Supreme Court granted the interlocutory injunction 

· ABC then appealed to the High Court

· Lenah argued, among others matters, that the High Court should recognise the existence of a tort of invasion of privacy and hold that it had a prima facie cause of action on that basis.                                                      

· Gummow and Hayne JJ (with whom Gaudron J agreed) held that the development of an enforceable right to privacy at common law is a matter which is open for the Courts to pursue in the future

· the decision in Victoria Park Racing and Recreation Grounds Co Ltd v Taylor (1937) 58 CLR 479 does not stand in the way of the development of a new cause of action in this field  

· Kirby J said that it was not necessary, given the circumstances of the present case, to decide the difficult question as to whether it would be appropriate for the Court to declare the existence of an actionable wrong of privacy invasion. 

8.7
The National Privacy Principles (NPPs)

Schedule 3—National Privacy Principles 
Note: See section 6. 
1  Collection 
 1.1 An organisation must not collect personal information unless the information is necessary for one or more of its functions or activities. 
 1.2 An organisation must collect personal information only by lawful and fair means and not in an unreasonably intrusive way. 
 1.3 At or before the time (or, if that is not practicable, as soon as practicable after) an organisation collects personal information about an individual from the individual, the organisation must take reasonable steps to ensure that the individual is aware of: 
 (a) the identity of the organisation and how to contact it; and 
 (b) the fact that he or she is able to gain access to the information; and 
 (c) the purposes for which the information is collected; and 
 (d) the organisations (or the types of organisations) to which the organisation usually discloses information of that kind; and 
 (e) any law that requires the particular information to be collected; and 
 (f) the main consequences (if any) for the individual if all or part of the information is not provided. 

· An organisation must not collect personal information unless the information is necessary for it to carry out its activities. “Collection” may include the obtaining personal information in an unsolicited way, for example, job applications that are sent by individuals in the hope of obtaining a job that has not been advertised.

· At or before the time of collecting personal information, an organisation must make sure the individual is aware of a number of points contained in NPP 1.3, such as the purposes for which the information is collected, to whom it will be disclosed and their ability to gain access to the information. 

· In many cases, organisations will be able to produce a standard collection notice, which is communicated when the information is being collected, to ensure that the individual has been made aware of these things.

· Where information is collected from a third party, such as the purchase of a mailing list, an organisation will still be under obligation to ensure that the individual is made aware of the points contained in NPP 1.3.

 1.4 If it is reasonable and practicable to do so, an organisation must collect personal information about an individual only from that individual. 
 1.5 If an organisation collects personal information about an individual from someone else, it must take reasonable steps to ensure that the individual is or has been made aware of the matters listed in subclause 1.3 except to the extent that making the individual aware of the matters would pose a serious threat to the life or health of any individual.

2  Use and disclosure 
 2.1 An organisation must not use or disclose personal information about an individual for a purpose (the secondary purpose) other than the primary purpose of collection unless: 
 (a) both of the following apply: 
 (i) the secondary purpose is related to the primary purpose of collection and, if the personal information is ensitive information, directly related to the primary purpose of collection; 
 (ii) the individual would reasonably expect the organisation to use or disclose the information for the secondary 
purpose; or 
 (b) the individual has consented to the use or disclosure; or 
 (c) if the information is not sensitive information and the use of the information is for the secondary purpose of direct marketing: 
 (i) it is impracticable for the organisation to seek the individual’s consent before that particular use; and 
 (ii) the organisation will not charge the individual for giving effect to a request by the individual to the organisation not to receive direct marketing communications; and 
 (iii) the individual has not made a request to the organisation not to receive direct marketing communications; and 
 (iv) in each direct marketing communication with the individual, the organisation draws to the individual’s 
attention, or prominently displays a notice, that he or she may express a wish not to receive any further direct 
marketing communications; and 
 (v) each written direct marketing communication by the organisation with the individual (up to and including the 
communication that involves the use) sets out the organisation’s business address and telephone number 
and, if the communication with the individual is made by fax, telex or other electronic means, a number or 
address at which the organisation can be directly contacted electronically; or

(d) if the information is health information and the use or disclosure is necessary for research, or the compilation or
analysis of statistics, relevant to public health or public safety: 
 (i) it is impracticable for the organisation to seek the individual’s consent before the use or disclosure; and 
 (ii) the use or disclosure is conducted in accordance with guidelines approved by the Commissioner under 
section 95A for the purposes of this subparagraph; and 

 (iii) in the case of disclosure—the organisation reasonably believes that the recipient of the health information will 
not disclose the health information, or personal information derived from the health information; or 
 (e) the organisation reasonably believes that the use or disclosure is necessary to lessen or prevent: 
 (i) a serious and imminent threat to an individual’s life, health or safety; or 
 (ii) a serious threat to public health or public safety; or 
 (ea) if the information is genetic information and the organisation has obtained the genetic information in the course of providing a health service to the individual: 
 (i) the organisation reasonably believes that the use or disclosure is necessary to lessen or prevent a serious 
threat to the life, health or safety (whether or not the threat is imminent) of an individual who is a genetic 
relative of the individual to whom the genetic information relates; and 
 (ii) the use or disclosure is conducted in accordance with guidelines approved by the Commissioner under 
section 95AA for the purposes of this subparagraph; and 
 (iii) in the case of disclosure—the recipient of the genetic information is a genetic relative of the individual; or 
 (f) the organisation has reason to suspect that unlawful activity has been, is being or may be engaged in, and uses or discloses the personal information as a necessary part of its investigation of the matter or in reporting its concerns to relevant persons or authorities; or 
 (g) the use or disclosure is required or authorised by or under law; or

(h) the organisation reasonably believes that the use or disclosure is reasonably necessary for one or more of the following by or on behalf of an enforcement body: 
 (i) the prevention, detection, investigation, prosecution or punishment of criminal offences, breaches of a law 
imposing a penalty or sanction or breaches of a prescribed law; 
 (ii) the enforcement of laws relating to the confiscation of the proceeds of crime; 
 (iii) the protection of the public revenue; 
 (iv) the prevention, detection, investigation or remedying of seriously improper conduct or prescribed conduct; 
 (v) the preparation for, or conduct of, proceedings before any court or tribunal, or implementation of the orders of a court or tribunal. 
Note 1: It is not intended to deter organisations from lawfully co-operating 
with agencies performing law enforcement functions in the 
performance of their functions. 
Note 2: Subclause 2.1 does not override any existing legal obligations not to 
disclose personal information. Nothing in subclause 2.1 requires an 
organisation to disclose personal information; an organisation is 
always entitled not to disclose personal information in the absence of 
a legal obligation to disclose it. 
Note 3: An organisation is also subject to the requirements of National Privacy 
Principle 9 if it transfers personal information to a person in a foreign 
country. 
 2.2 If an organisation uses or discloses personal information under paragraph 2.1(h), it must make a written note of the use or disclosure. 
 2.3 Subclause 2.1 operates in relation to personal information that an organisation that is a body corporate has collected from a related body corporate as if the organisation’s primary purpose of collection of the information were the primary purpose for which the related body corporate collected the information. 
 2.4 Despite subclause 2.1, an organisation that provides a health service to an individual may disclose health information about the individual to a person who is responsible for the individual if: 
 (a) the individual: 
 (i) is physically or legally incapable of giving consent to the disclosure; or

(ii) physically cannot communicate consent to the disclosure; and 

 (b) a natural person (the carer) providing the health service for 

the organisation is satisfied that either: 

 (i) the disclosure is necessary to provide appropriate care or treatment of the individual; or 

 (ii) the disclosure is made for compassionate reasons; and 

 (c) the disclosure is not contrary to any wish: 

 (i) expressed by the individual before the individual became unable to give or communicate consent; and 

 (ii) of which the carer is aware, or of which the carer could reasonably be expected to be aware; and 

 (d) the disclosure is limited to the extent reasonable and necessary for a purpose mentioned in paragraph (b). 

 2.5 For the purposes of subclause 2.4, a person is responsible for an individual if the person is: 

 (a) a parent of the individual; or 

 (b) a child or sibling of the individual and at least 18 years old; or 

 (c) a spouse or de facto spouse of the individual; or 

 (d) a relative of the individual, at least 18 years old and a member of the individual’s household; or 

 (e) a guardian of the individual; or 

 (f) exercising an enduring power of attorney granted by the individual that is exercisable in relation to decisions about the individual’s health; or 

 (g) a person who has an intimate personal relationship with the individual; or 

 (h) a person nominated by the individual to be contacted in case of emergency. 

 2.6 In subclause 2.5: 

child of an individual includes an adopted child, a step-child and a 

foster-child, of the individual. 

parent of an individual includes a step-parent, adoptive parent and a foster-parent, of the individual.

relative of an individual means a grandparent, grandchild, uncle, 
aunt, nephew or niece, of the individual. 
sibling of an individual includes a half-brother, half-sister, 
adoptive brother, adoptive sister, step-brother, step-sister, 
foster-brother and foster-sister, of the individual.

•Personal information is generally collected, and should only be used, for a primary purpose. 
•That information should not be used for a secondary purpose unless, amongst other things:
(a) that secondary purpose is related to the primary purpose for collection, and the individual would reasonably expect their information to be used for that secondary purpose;
(b) the consent of the individual is obtained; or
(c) the use or disclosure is reasonably necessary to prevent or lessen a serious and imminent threat to an individual's life, health or safety or a serious threat to public safety.
3  Data quality 
  An organisation must take reasonable steps to make sure that the personal information it collects, uses or discloses is accurate, complete and up-to-date. 

4  Data security 
 4.1 An organisation must take reasonable steps to protect the personal information it holds from misuse and loss and from unauthorised access, modification or disclosure. 
 4.2 An organisation must take reasonable steps to destroy or permanently de-identify personal information if it is no longer needed for any purpose for which the information may be used or disclosed under National Privacy Principle 2. 

•Organisations are required to ensure that the information they hold is kept accurate and up to date, and is protected from misuse, loss and unauthorised modification, access or disclosure. 
•Whilst this does not require organisations to undertake extensive measures to ensure that information is up to date, appropriate steps should be followed, such as the use of change of address forms, to maintain the currency and accuracy of information held.
5  Openness 
 5.1 An organisation must set out in a document clearly expressed policies on its management of personal information. The organisation must make the document available to anyone who asks for it. 
 5.2 On request by a person, an organisation must take reasonable steps to let the person know, generally, what sort of personal information it holds, for what purposes, and how it collects, holds, uses and discloses that information. 

•A business should regard an e-commerce privacy policy as a component of good information management practices. 
•The privacy policy should reflect and enhance your organisation's customer service values, as well as protecting it from embarrassment or financial penalties.
•Under the Privacy Act organisations are required to keep a written statement of the ways they manage personal information 
•The statement should set out details of the whether they are bound by the NPPs or an approved privacy code, the type of information held by the organisation, the main purposes for which information is used, and the processes by which an individual may make a complaint about a possible breach of their privacy.
6  Access and correction 
 6.1 If an organisation holds personal information about an individual, it must provide the individual with access to the information on request by the individual, except to the extent that:

(a) in the case of personal information other than health information—providing access would pose a serious and 
imminent threat to the life or health of any individual; or 
 (b) in the case of health information—providing access would pose a serious threat to the life or health of any individual; or 
 (c) providing access would have an unreasonable impact upon the privacy of other individuals; or 
 (d) the request for access is frivolous or vexatious; or 
 (e) the information relates to existing or anticipated legal proceedings between the organisation and the individual, and the information would not be accessible by the process of discovery in those proceedings; or 
 (f) providing access would reveal the intentions of the organisation in relation to negotiations with the individual in such a way as to prejudice those negotiations; or 
 (g) providing access would be unlawful; or 
 (h) denying access is required or authorised by or under law; or 
 (i) providing access would be likely to prejudice an 
investigation of possible unlawful activity; or 
 (j) providing access would be likely to prejudice: 
 (i) the prevention, detection, investigation, prosecution or punishment of criminal offences, breaches of a law imposing a penalty or sanction or breaches of a prescribed law; or 
 (ii) the enforcement of laws relating to the confiscation of the proceeds of crime; or 
 (iii) the protection of the public revenue; or 
 (iv) the prevention, detection, investigation or remedying of seriously improper conduct or prescribed conduct; or 
 (v) the preparation for, or conduct of, proceedings before any court or tribunal, or implementation of its orders; 
  by or on behalf of an enforcement body; or 
 (k) an enforcement body performing a lawful security function asks the organisation not to provide access to the information on the basis that providing access would be likely to cause damage to the security of Australia. 
 6.2 However, where providing access would reveal evaluative information generated within the organisation in connection with a commercially sensitive decision-making process, the organization may give the individual an explanation for the commercially sensitive decision rather than direct access to the information. 
Note: An organisation breaches subclause 6.1 if it relies on subclause 6.2 to 
give an individual an explanation for a commercially sensitive 
decision in circumstances where subclause 6.2 does not apply. 
 6.3 If the organisation is not required to provide the individual with access to the information because of one or more of paragraphs 6.1(a) to (k) (inclusive), the organisation must, if reasonable, consider whether the use of mutually agreed intermediaries would allow sufficient access to meet the needs of both parties. 
 6.4 If an organisation charges for providing access to personal information, those charges: 
 (a) must not be excessive; and 
 (b) must not apply to lodging a request for access. 
 6.5 If an organisation holds personal information about an individual and the individual is able to establish that the information is not accurate, complete and up-to-date, the organisation must take reasonable steps to correct the information so that it is accurate, complete and up-to-date. 
 6.6 If the individual and the organisation disagree about whether the information is accurate, complete and up-to-date, and the individual asks the organisation to associate with the information a statement claiming that the information is not accurate, complete or up-to-date, the organisation must take reasonable steps to do so. 
 6.7 An organisation must provide reasons for denial of access or a refusal to correct personal information. 

•Subject to some exceptions, individuals can access records holding personal information, and correct any errors contained in those records. 
•Access may be denied in various circumstances including where a request is frivolous or vexatious, where access would interfere with the privacy of another individual, or where the information relates to anticipated or existing legal proceedings between the organisation and the individual, and the information would not be accessible through the litigation process.
7  Identifiers 
 7.1 An organisation must not adopt as its own identifier of an individual an identifier of the individual that has been assigned by: 
 (a) an agency; or 
 (b) an agent of an agency acting in its capacity as agent; or 
 (c) a contracted service provider for a Commonwealth contract 
acting in its capacity as contracted service provider for that contract.

7.1A However, subclause 7.1 does not apply to the adoption by a prescribed organisation of a prescribed identifier in prescribed circumstances. 
Note: There are prerequisites that must be satisfied before those matters are 
prescribed: see subsection 100(2). 
 7.2 An organisation must not use or disclose an identifier assigned to an individual by an agency, or by an agent or contracted service provider mentioned in subclause 7.1, unless: 
 (a) the use or disclosure is necessary for the organisation to fulfil its obligations to the agency; or 
 (b) one or more of paragraphs 2.1(e) to 2.1(h) (inclusive) apply to the use or disclosure; or 
 (c) the use or disclosure is by a prescribed organisation of a prescribed identifier in prescribed circumstances. 
Note: There are prerequisites that must be satisfied before the matters 
mentioned in paragraph (c) are prescribed: see subsections 100(2)  
and (3). 
 7.3 In this clause: 
identifier includes a number assigned by an organisation to an individual to identify uniquely the individual for the purposes of the organisation’s operations. However, an individual’s name or ABN (as defined in the A New Tax System (Australian Business Number) Act 1999) is not an identifier. 

8  Anonymity 
Wherever it is lawful and practicable, individuals must have the option of not identifying themselves when entering transactions with an organisation. 

9  Transborder data flows 
  An organisation in Australia or an external Territory may transfer personal information about an individual to someone (other than the organisation or the individual) who is in a foreign country only if: 
 (a) the organisation reasonably believes that the recipient of the information is subject to a law, binding scheme or contract which effectively upholds principles for fair handling of the information that are substantially similar to the National Privacy Principles; or 
 (b) the individual consents to the transfer; or 
 (c) the transfer is necessary for the performance of a contract between the individual and the organisation, or for the implementation of pre-contractual measures taken in response to the individual’s request; or 
 (d) the transfer is necessary for the conclusion or performance of a contract concluded in the interest of the individual between the organisation and a third party; or 
 (e) all of the following apply: 
 (i) the transfer is for the benefit of the individual; 
 (ii) it is impracticable to obtain the consent of the individual to that transfer; 
 (iii) if it were practicable to obtain such consent, the individual would be likely to give it; or 
 (f) the organisation has taken reasonable steps to ensure that the information which it has transferred will not be held, used or disclosed by the recipient of the information inconsistently with the National Privacy Principles. 

•Organisations that share personal information with organisations in other countries are subject to special restrictions on the transfer of information. For example, information may be transferred if:
–(a) the individual consents to the transfer;
–(b) the recipient of the information is subject to laws that provide for obligations similar to those in the NPPs; or
–(c) if the transfer is necessary to perform obligations under a contract which is in the individual's interests.
10  Sensitive information 
 10.1 An organisation must not collect sensitive information about an individual unless: 
 (a) the individual has consented; or 
 (b) the collection is required by law; or 
 (c) the collection is necessary to prevent or lessen a serious and imminent threat to the life or health of any individual, where the individual whom the information concerns: 
 (i) is physically or legally incapable of giving consent to the collection; or 
 (ii) physically cannot communicate consent to the collection; or 
 (d) if the information is collected in the course of the activities of a non-profit organisation—the following conditions are satisfied: 
 (i) the information relates solely to the members of the organisation or to individuals who have regular contact 
with it in connection with its activities;

(ii) at or before the time of collecting the information, the organisation undertakes to the individual whom the 
information concerns that the organisation will not disclose the information without the individual’s consent; or 
 (e) the collection is necessary for the establishment, exercise or defence of a legal or equitable claim. 
 10.2 Despite subclause 10.1, an organisation may collect health information about an individual if: 
 (a) the information is necessary to provide a health service to the individual; and 
 (b) the information is collected: 
 (i) as required or authorised by or under law (other than this Act); or 
 (ii) in accordance with rules established by competent health or medical bodies that deal with obligations of 
professional confidentiality which bind the organisation. 
 10.3 Despite subclause 10.1, an organisation may collect health information about an individual if: 
 (a) the collection is necessary for any of the following purposes: 
 (i) research relevant to public health or public safety; 
 (ii) the compilation or analysis of statistics relevant to public health or public safety; 
 (iii) the management, funding or monitoring of a health service; and 
 (b) that purpose cannot be served by the collection of information that does not identify the individual or from 
which the individual’s identity cannot reasonably be ascertained; and 
 (c) it is impracticable for the organisation to seek the individual’s consent to the collection; and 
 (d) the information is collected: 
 (i) as required by law (other than this Act); or 
 (ii) in accordance with rules established by competent health or medical bodies that deal with obligations of 
professional confidentiality which bind the organisation; or

(iii) in accordance with guidelines approved by the Commissioner under section 95A for the purposes of 
this subparagraph. 
 10.4 If an organisation collects health information about an individual in accordance with subclause 10.3, the organisation must take reasonable steps to permanently de-identify the information before the organisation discloses it. 
 10.5 In this clause: 
non-profit organisation means a non-profit organisation that has only racial, ethnic, political, religious, philosophical, professional, trade, or trade union aims.

8.7.1
Exempt Acts and Practices

· Not all acts and practices relating to privacy are subject to the obligations in  the Privacy Act.

· Employers are not be under any disclosure obligations to current or past employees in terms of personal information directly related to their employment that is contained within an employee record. 

· Examples include details relating to the employee's engagement, training, disciplining or resignation, or the employee's performance or conduct.

· Media organisations publicly committed to observe standards that deal with privacy will also be exempt from the obligations.

· Further exemptions relate to acts and practices of organisations under State contracts, and for political acts and practices.

· Small business operators (those with an annual turnover of less than $3 million) are also generally exempt from the obligations.

8.8
Regulation of Privacy - Commonwealth

· Privacy obligations may be self-regulated, or regulated under the auspices of the federal or state Privacy Commissioner. 

· Those organisations or industries that are subject to an approved privacy code will be entrusted to regulate the administration of the privacy obligations to which they are subject. Any relevant organisation faced with claims of breaches of privacy will be subject to an independent mediator, appointed during the approval process.

· The Commonwealth Privacy Act does not provide for direct civil action by individuals against agencies or organisations that breach the Act

· Amongst the Privacy Commissioner's main functions and powers is the ability to conduct investigations into alleged interferences with privacy, and to make determinations regarding compensation or the conduct of the organisation

· The only compensation available to complainants is through the Privacy Commissioner’s power to make a declaration that a complainant is entitled to a specified amount by way of compensation for any loss or damage suffered by reason of the act or practice the subject of the complaint 

· Such a determination is not binding on the parties - because Commonwealth judicial power can only be exercised by a court in accordance with Chapter III of the Constitution 

· the Privacy Commissioner’s determination may be enforced through proceedings in the Federal Court or the Federal Magistrates Court. 

· there are no set penalties under the Commonwealth Privacy Act other than the determinations or other orders that may be made by the Privacy Commissioner

· Since the commencement of the Privacy Act the Privacy Commissioner has made only 2 determinations containing compensation for loss or damage 

8.9
Regulation of Privacy – Queensland

· In Queensland the Government has to date dealt with information privacy through administrative standards which apply only to the activities of State Government departments and agencies:

· Information Standard 42 (IS42) - a Queensland Government policy which establishes a framework for the responsible collection and handling of personal information in the Queensland Government public sector 

· IS 42 requires personal information to be managed in accordance with a set of IPPs adapted from the Commonwealth Government public sector IPPs contained in the Privacy Act 1988

· IS 42A applies to Queensland Health – based on the NPPS  

8.10
Recommendations for Reform (ALRC Report 2008)

· In January 2006, the then Attorney-General (Philip Ruddock) asked the ALRC to conduct an inquiry “into the extent to which the Privacy Act and related laws continue to provide an effective framework for the protection of privacy in Australia.”

· Through the inquiry the ALRC published 

· two issues papers in 2006: “Review of Privacy” (IP31) and “Review of Privacy – Credit Reporting Provisions” (IP32) 

· a three volume discussion paper in September 2007: “Review of Australian Privacy Law” (DP72)

· a final  report in August 2008: “For Your Information: Australian Privacy Law and Practice” (Report no. 108)

· The ALRC undertook its largest ever consultation program:

· Conducted 250 meetings with individuals, public sector agencies, private organisations, community groups and peak associations; 

· The Government acknowledges that advances in information technology significantly impact on individual privacy and believes that information privacy laws should operate consistently and effectively. 

· In August 2008, the Australian Law Reform Commission (ALRC) released its review of Australia’s privacy laws—For Your Information: Australian Privacy Law and Practice. The Government has indicated it intends to bring Australia’s privacy laws into the 21st Century in response to the Report, which contains 295 recommendations about Australia’s privacy framework. 

· The Terms of Reference of the ALRC Inquiry specifically referred to pressure placed on the existing privacy regime by new technologies: one of the four factors that led to the Inquiry was ‘rapid advances in information, communication, storage, surveillance and other relevant technologies.’ 

· On 11 August 2008 the Australian Law Reform Commission (ALRC) released its final report  on privacy law, entitled For Your Information: Australian Privacy Law and Practice (Report)

· Contains 295 recommendations for reform, including: 

· The NPPs (private sector), and the Information Privacy Principles (IPPs, Cth public sector), should be replaced by a new set of Unified Privacy Principles (UPPs): recommendation 18 

· The Privacy Act should apply to all personal information held by the federal public sector and the private sector 

· State and territory governments should enact legislation to regulate the handling of personal information by adopting key elements of the Privacy Act, such as the same set of privacy principles 

· The employee records exemption should be removed

· The small business exemption under the Privacy Act should be removed (but OPC to provide help)

· New regulations for health information - requirements that are different or more specific than provided for in the model UPPs 

· The exemption for registered political parties and for political acts and practices should be removed

· Requirement to notify the OPC and affected individuals when a data breach has occurred that may give rise to serious harm to any affected individual. 

· Penalty regime under the Privacy Act strengthened by allowing the OPC to seek civil penalty – where serious or repeated interference with privacy

· credit reporting should be regulated under the Act, including new credit reporting regulations, and the UPPs (currently under Part IIIA)

· credit provider may list overdue payment information only where the credit provider is a member of an external dispute resolution scheme approved by the Privacy Commissioner.

· OPC (Office of Privacy Commissioner) to have power to direct a federal agency to provide a Privacy Impact Assessment in relation to a new project (where significant impact on the handling of personal information)  ( IMPORTANT
· Federal legislation to provide a statutory cause of action for a serious invasion of privacy – suggested requirements as follows: 

· interference with an individual's home or family life; 

· an individual subjected to unauthorised surveillance; 

· individual's correspondence or private communication has been interfered with; or 

· sensitive facts about an individual's private life have been disclosed.

· cause of action to apply only where: 

· individual had a reasonable expectation of privacy; and 

· the act or conduct complained of is highly offensive to a reasonable person of ordinary sensibilities.

· In a speech to launch the Report on 11 August 2008 (see http://www.smos.gov.au/speeches/2008/sp_20080811.html ) the Honorable  John Faulkner, Cabinet Secretary, Special Minister of State said:

· “The first stage of the response will focus on the recommendations relating to the unified privacy principles (UPPs), health and credit reporting regulations and improving education about the impact on privacy by new technologies … I expect that the Government will be able to legislate (as necessary) on this first reform stage within 12 to 18 months … The second stage of the response will consider the remaining recommendations, including those relating to the removal of exemptions and data breach notices”.  

8.10.1
Areas for First Stage Reform (from ALRC Report)

· Areas for first stage reform include:

· Proposal to combine the IPPs and NPPs and maintain use of privacy principles

· UPP6 – Direct marketing

· UPP10 – Identifiers

· UPP11 – Cross-border data flows

· New elements of privacy principles

· UPP1(b) – allowing pseudonymity in interactions

· Wherever it is lawful and practicable in the circumstances, agencies and organisations must give individuals the clear option of interacting by either: 

· (a) not identifying themselves; or 

· (b) identifying themselves with a pseudonym.

· UPP3(a) – advise of collection where individual is not aware

· UPP5.1(c) – permit use/disclosure to prevent a serious threat, which need not be imminent, to a person’s life, health or safety

· UPP2 – Collection

· 2.1 An agency or organisation must not collect personal information unless it is necessary for one or more of its functions or activities.

· 2.2 An agency or organisation must collect personal information only by lawful and fair means and not in an unreasonably intrusive way.

· 2.3 If it is reasonable and practicable to do so, an agency or organisation must collect personal information about an individual only from that individual.

· 2.4 If an agency or organisation receives unsolicited personal information about an individual from someone else, it must either: 

· (a) if lawful and reasonable to do so, destroy the information as soon as practicable without using or disclosing it except for the purpose of determining whether the information should be retained; or 

· (b) comply with all relevant provisions in the UPPs that apply to the information in question, as if the agency or organisation had actively collected the information. 

· UPP3 – Notification

· 3. At or before the time (or, if that is not practicable, as soon as practicable after) an agency or organisation collects personal information about an individual from the individual or from someone other than the individual, it must take such steps, if any, as are reasonable in the circumstances to notify the individual, or otherwise ensure that the individual is aware of, the: 

· (a) fact and circumstances of collection, where the individual may not be aware that his or her personal information has been collected;

· (b) identity and contact details of the agency or organisation; 

· (c) rights of access to, and correction of, personal information provided by these principles; 

· (d) purposes for which the information is collected;

· (e) main consequences of not providing the information; 

· (f) actual or types of organisations, agencies, entities or other persons to whom the agency or organisation usually discloses personal information of the kind collected;

· (g) fact that the avenues of complaint available to the individual if he or she has a complaint about the collection or handling of his or her personal information are set out in the agency’s or organisation’s Privacy Policy; and

· (h) fact, where applicable, that the collection is required or authorised by or under law.

· UPP4 – Openness

· 4.1 An agency or organisation must create a Privacy Policy that sets out clearly its expressed policies on the management of personal information, including how it collects, holds, uses and discloses personal information. This document should also outline the:

· (a) sort of personal information the agency or organisation holds; 

· (b) purposes for which personal information is held; 

· (c) avenues of complaint available to individuals in the event that they have a privacy complaint; 

· (d) steps individuals may take to gain access to personal information about them held by the agency or organisation; and

· (e) whether personal information is likely to be transferred outside Australia and the countries to which such information is likely to be transferred.

· 4.2 An agency or organisation should take reasonable steps to make its Privacy Policy available without charge to an individual:

· (a) electronically; and

· (b) on request, in hard copy, or in an alternative form accessible to individuals with special needs.

· UPP5 – Use and Disclosure

· 5.1 An agency or organisation must not use or disclose personal information about an individual for a purpose other than the primary purpose of collection (the secondary purpose) unless:

· (a) both of the following apply: 

· (i) the secondary purpose is related to the primary purpose of collection and, if the personal information is sensitive information, directly related to the primary purpose of collection; and 

· (ii) the individual would reasonably expect the agency or organisation to use or disclose the information for the secondary purpose;

· (b) the individual has consented to the use or disclosure;

· (c) the agency or organisation reasonably believes that the use or disclosure is necessary to lessen or prevent a serious threat to: 

· (i) an individual’s life, health or safety; or 

· (ii) public health or public safety;

· (g) the use or disclosure is necessary for research and all of the following conditions are met:

· (i) it is unreasonable or impracticable for the agency or organisation to seek the individual’s consent to the use or disclosure;

· (ii) a Human Research Ethics Committee that is constituted in accordance with, and acting in compliance with, the National Statement on Ethical Conduct in Human Research (2007), as in force from time to time, has reviewed the proposed activity and is satisfied that the public interest in the activity outweighs the public interest in maintaining the level of privacy protection provided by the Privacy Act;

· (iii) the information is used or disclosed in accordance with Research Rules issued by the Privacy Commissioner; and

· (iv) in the case of disclosure—the agency or organisation reasonably believes that the recipient of the personal information will not disclose the information in a form that would identify the individual or from which the individual would be reasonably identifiable; or

· (h) the use or disclosure is necessary for the purpose of a confidential alternative dispute resolution process.

· UPP6 – Direct Marketing (Organisations)

· 6.1 An organisation may use or disclose personal information about an individual who is an existing customer aged 15 years or over for the purpose of direct marketing only where the:

· (a) individual would reasonably expect the organisation to use or disclose the information for the purpose of direct marketing; and

· (b) organisation provides a simple and functional means by which the individual may advise the organisation that he or she does not wish to receive any further direct marketing communications.

· 6.2 An organisation may use or disclose personal information about an individual who is not an existing customer or is under 15 years of age for the purpose of direct marketing only in the following circumstances:

· (a) either the:

· (i) individual has consented; or 

· (ii) information is not sensitive information and it is impracticable for the organisation to seek the individual’s consent before that particular use or disclosure; 

· (b) in each direct marketing communication, the organisation draws to the individual’s attention, or prominently displays a notice advising the individual, that he or she may express a wish not to receive any further direct marketing communications;

· (c) the organisation provides a simple and functional means by which the individual may advise the organisation that he or she does not wish to receive any further direct marketing communications; and 

· (d) if requested by the individual, the organisation must, where reasonable and practicable, advise the individual of the source from which it acquired the individual’s personal information.

· 6.3 In the event that an individual makes a request of an organisation not to receive any further direct marketing communications, the organisation must:

· (a) comply with this requirement within a reasonable period of time; and 

· (b) not charge the individual for giving effect to the request. 

· UPP 7. Data Quality

· An agency or organisation must take reasonable steps to make certain that the personal information it collects, uses or discloses is, with reference to the purpose of that collection, use or disclosure, accurate, complete, up-to-date and relevant.

· UPP 8. Data Security

· 8.1 An agency or organisation must take reasonable steps to:

· (a) protect the personal information it holds from misuse and loss and from unauthorised access, modification or disclosure; and

· (b) destroy or render non-identifiable personal information if it is no longer needed for any purpose for which it can be used or disclosed under the UPPs and retention is not required or authorised by or under law.

· 8.2 The requirement to destroy or render non-identifiable personal information is not ‘required by law’ for the purposes of the Archives Act 1983 (Cth).

· UPP 9. Access and Correction

· 9.1 If an agency or organisation holds personal information about an individual and the individual requests access to the information, it must respond within a reasonable time and provide the individual with access to the information, except to the extent that:

· Where the information is held by an agency:

· (a) the agency is required or authorised to refuse to provide the individual with access to that personal information under the applicable provisions of any law of the Commonwealth that provides for access by persons to documents; or

· Where the information is held by an organisation:  [lists several exceptions]

· UPP 10. Identifiers

· 10.1 An organisation must not adopt as its own identifier of an individual an identifier of the individual that has been assigned by: 

· (a) an agency; 

· (b) an agent of an agency acting in its capacity as agent; 

· (c) a contracted service provider for a Commonwealth contract acting in its capacity as contracted service provider for that contract; or 

· (d) an Australian state or territory agency.  [CONTINUES]

· UPP 11. Cross-border data flows

· 11.1 If an agency or organisation in Australia or an external territory transfers personal information about an individual to a recipient (other than the agency, organisation or the individual) who is outside Australia and an external territory, the agency or organisation remains accountable for that personal information, unless the:

· (a) agency or organisation reasonably believes that the recipient of the information is subject to a law, binding scheme or contract which effectively upholds privacy protections that are substantially similar to these principles; 

· (b) individual consents to the transfer, after being expressly advised that the consequence of providing consent is that the agency or organisation will no longer be accountable for the individual’s personal information once transferred; or

· (c) agency or organisation is required or authorised by or under law to transfer the personal information.

8.10.2
Major Differences Between the Proposed UPPs and the current NPP/IPPs

· Offshore data transfers – UPP 11

· ALRC recommended a reversal of the approach in NPP9 – organisation is to remain accountable for personal information transferred outside Australia unless one of three conditions is satisfied – otherwise, acts by the recipient (such as a breach of the UPPs) are taken to be the acts of the transferor for which the transferor is liable

· Recommendation 31-1 

· (a) The Privacy Act should be amended to clarify that it applies to acts done, or practices engaged in, outside Australia by an agency. 

· (b) The model Unified Privacy Principles should contain a principle called ‘Cross-border Data Flows’ that applies to agencies and organisations.

· Recommendation 31–2 

· The ‘Cross-border Data Flows’ principle should provide that, if an agency or organisation in Australia or an external territory transfers personal information about an individual to a recipient (other than the agency, organisation or the individual) who is outside Australia or an external territory, the agency or organisation remains accountable for that personal information, unless the:

· (a) agency or organisation reasonably believes that the recipient of the information is subject to a law, binding scheme or contract which effectively upholds privacy protections that are substantially similar to the model Unified Privacy Principles; 

· (b) individual consents to the transfer, after being expressly advised that the consequence of providing consent is that the agency or organisation will no longer be accountable for the individual’s personal information once transferred; or 

· (c) agency or organisation is required or authorised by or under law to transfer the personal information.

· Recommendation 31-3 

· The Privacy Act should be amended to provide that ‘accountable’, for the purposes of the ‘Cross-border Data Flows’ principle, means that where an agency or organisation transfers personal information to a recipient (other than the agency, organisation or the individual) that is outside Australia or an external territory: 

· (a) the recipient does an act or engages in a practice outside Australia or an external territory that would have been an interference with the privacy of the individual if done or engaged in within Australia or an external territory; and

· (b) the act or practice is an interference with the privacy of the individual, and will be taken to have been an act or practice of the agency or organisation.

· Recommendation 31–8

· The Privacy Policy of an agency or organisation, referred to in the ‘Openness’ principle, should set out whether personal information may be transferred outside Australia and the countries to which such information is likely to be transferred.

· Openness – UPP 4

· UPP 4 expands on the requirements for privacy policies. The noteworthy additional content required under UPP 4 is:

· what sort of information the organisation or agency holds; 

· the purposes for which the information is held; 

· the steps individuals may take to access and correct their personal information; 

· the avenues of complaint available to individuals in the event that they have a privacy complaint; and 

· whether personal information is likely to be  transferred outside Australia and the countries to which such information is likely to be transferred.

· (Note: Under NPP5, the first two requirements need only be met on request)

· Notification – UPP 3

· The collection statement requirements of NPP 1.3 have been moved to a new UPP and modified. Notable differences are that the organisation or agency must include in any notification of collection:

· the fact that the avenues of complaint available to the individual are set out in the privacy policy of the organisation or agency; and 

· the fact and circumstances of collection, where the individual may not be aware that their personal information has been collected (UPP3(a))

· Recommendation 51–1 

· The Privacy Act should be amended to include a new Part on data breach notification, to provide as follows:

· (a) An agency or organisation is required to notify the Privacy Commissioner and affected individuals when specified personal information has been, or is reasonably believed to have been, acquired by an unauthorised person and the agency, organisation or Privacy Commissioner believes that the unauthorised acquisition may give rise to a real risk of serious harm to any affected individual.

· (b) The definition of ‘specified personal information’ should include both personal information and sensitive personal information, such as information that combines a person’s name and address with a unique identifier, such as a Medicare or account number.

· (c) In determining whether the acquisition may give rise to a real risk of serious harm to any affected individual, the following factors should be taken into account:

· (i) whether the personal information was encrypted adequately; and

· (ii) whether the personal information was acquired in good faith by an employee or agent of the agency or organisation where the agency or organisation was otherwise acting for a purpose permitted by the Privacy Act (provided that the personal information is not used or subject to further unauthorised disclosure). 

· (d) An agency or organisation is not required to notify an affected individual where the Privacy Commissioner considers that notification would not be in the public interest or in the interests of the affected individual.

· (e) Failure to notify the Privacy Commissioner of a data breach as required by the Act may attract a civil penalty.

· There is growing support for the introduction of mandatory data breach notification requirements into the Privacy Act 1988 

· Data breach notification laws are a legislative response to an ongoing stream of incidents that have compromised personal  information

· require companies to notify their customers when personal information is lost or exposed

· In light of the numerous highly publicised security breaches that have occurred (ie Sullivan Nicholadies), a legislative duty to disclose security breaches to those who may be adversely affected by such breaches has now been introduced in the majority of states in the United States

· The duty to disclose, which focuses primarily on security breaches affecting personal information, is a corollary to the obligation to provide information security

· Data breach notification legislation mandating businesses to notify affected individuals about security breaches was first enacted in California in 2002

· more than 35 states have followed by enacting their own legislation

· A federal bill (AB 779) scheduled to go to the US Senate Appropriations Committee in August 2007, proposed that retailers would be held responsible for the cost of a security breach

· In June 2006, the Commission of the European Communities recommended that providers of electronic communications networks and services be required to:

· notify the national regulatory authority of any breach of security that led to the loss of personal data and/or to interruptions in the continuity of service supply. The regulator would have the possibility to inform the public if they considered that it was in the public interest; and

· notify their customers of any breach leading to the loss, modifi cation or destruction of, or unauthorized access to, personal customer data.

· Australia does not yet have express data breach notification requirements, although the introduction of such provisions into the Privacy Act 1988 is actively being considered.

· The Federal Privacy Commissioner expressed support for the introduction of a requirement for organisations to notify individuals when there has been a breach of security that has resulted in the disclosure of personal information

· The Federal Privacy Commissioner supports mandatory reporting of breaches, especially if it involves a lot of customer data and a lot of money: 

· "Customers should be notified. But it is still early days on how we can do it but I certainly think it is worthwhile looking at“

· "I think its good business to notify customers although I don't think notification is appropriate under all circumstances, it really depends on the level of damage created by the breach" 

· "I think the introduction of these laws is a natural evolution of the Act"

· The Federal Privacy Commissioner’s submission to the ALRC’s review recommended that the Privacy Act 1988 be amended to require organisations to notify their customers, in certain circumstances, of security breaches that have made their personal information vulnerable.

· Compulsory notification of information security breaches would “provide a strong market incentive for organizations to adequately secure databases and information repositories” containing consumer information.

· FPC Data Breach Guidelines

· Following the ALRC Final report, the Federal Privacy Commissioner released a guide for businesses, government agencies and non-government organisations on how to respond to data security breaches, including when affected individuals should be notified

· “Guide to the Handling of Personal Information Security Breaches”, August 2008 – see  http://www.privacy.gov.au/publications/breach_guide.html. 

· The advice in the guide is not mandatory. However, under the current Act and general law, public and private sector organisations:

· are generally required to take 'reasonable steps' to protect the personal information they hold from misuse and loss, and from unauthorised access, modification or disclosure, and that notification of a breach may, in some circumstances, be considered a 'reasonable step'; 

· there may be circumstances in which they may owe individuals a duty of care (independently of their obligations under the Act) to notify them of a security breach, to help individuals to protect against identity fraud or other misuse of their data; and 

· there are some classes of information (eg Tax File Numbers) and some sectors (such as the telecommunications industry) that are subject to additional privacy and confidentiality obligations.

· Personal Information Security Breach – the guide points out that not only is Personal Information threatened from external sources, for example, the following are internal threats:

· paper records being inadequately recycled or left in the garbage; 

· computer hard drives and other storage media being disposed of without erasing contents; 

· employees accessing personal information outside the scope of their employment; and 

· lost (or stolen) laptops, removable storage devices or physical files.

· The guide recommends taking four main steps in responding to a personal information breach.

· 1. Contain the breach and do a preliminary assessment

· Quickly appoint someone to lead the initial assessment and to consider whether it is appropriate to notify individuals immediately. 

· What other steps can be taken to mitigate the harm to individuals (the guide gives the example of where a customer's bank account has been compromised, whether the affected account should be immediately frozen and the funds transferred to a new account).

· 2. Evaluate the risks associated with the breach 

· Could the information that has been accessed be easily combined with other public information to be used for fraudulent or other purposes that may significantly embarrass the individual? 

· Has the stolen information been rendered unreadable by security measures? 

· Is the breach an isolated incident or indicative of a systemic problem? 

· What is the relationship between the unauthorised recipients and the affected individuals? 

· What harm might result to the individuals concerned, as well as to the organisation? 

· Might separate breaches of personal information have a cumulative effect?

· 3. Consider notification

· The FPC recommends that in general, if a personal information security breach creates a real risk of serious harm to the individual, those affected should be notified.

· The FPC also recommends that organisations should:

· take into account the ability of the individual to take specific steps to mitigate any such harm; and 

· consider whether it is appropriate to inform other third parties such as the police, professional bodies, the FPC or other regulators.

· 4. Prevent future breaches

· the development of a breach response plan;

· designating a management group responsible for responding to personal information breaches; and

· other preventative steps.

· Direct Marketing – UPP 6

· Organisations (not agencies) are subject to an entirely new privacy principle covering direct marketing, with the provisions formerly in NPP 2 having been moved and expanded. There are effectively two new principles: 

· For individuals who are either under 15 or not existing customers, the new principle is modeled on the current NPP 2.1(c), with a new requirement that, if so requested by an individual, an organisation must, where reasonable and practicable, inform the individual of the source from which they acquired the individual's information. 

· For individuals who are both existing customers and at least 15 years of age, organisations need only ensure that:

· the individual would reasonably expect their information to be used or disclosed for direct marketing; and 

· they provide a simple and functional way the individual can opt out of further direct marketing.

· Further Information:

· Direct marketing’ involves the promotion and sale of goods and services directly to consumers – not defined in the Privacy Act 1988 (Cth) 

· Represents over 32% of all media spending – employs over 660,000 Australians

· Is a source of community concern – OPC survey found that 80% of respondents expressed concern or annoyance about receiving unsolicited direct marketing communications – similar results in the National Privacy Phone-In conducted by ALRC in June 2006, where 73% of calls identified the receipt of unsolicited communications by phone, mail, fax, email and SMS as a source of concern - Community concern in these surveys related to unsolicited direct marketing communications

· OPC described direct marketing as follows: 

· [It] can include both unsolicited direct marketing and direct marketing to existing customers. For unsolicited direct marketing, direct marketers usually compile lists of individuals’ names and contact details from many sources, including publicly available sources. An individual may not always know that his or her personal information has been collected for the primary purpose of direct marketing.

· “Publicly available sources” include public registers, for example, state registers of births, deaths and marriages, as well as the internet

· Historically, the electoral roll was used for the purpose of direct marketing

· restrictions on the use of the electoral roll for the purposes of direct marketing, were introduced by the Electoral and Referendum Amendment (Access to Electoral Roll and Other Measures) Act 2004 (Cth) sch 1, pt 1; sch 1 pt 3 - amended the Commonwealth Electoral Act 1918 (Cth) to extend the end-use restrictions to all roll information;

· the prohibition on using electoral roll information for commercial purposes applies ‘to all roll information, regardless of when it was obtained’: J Douglas-Stewart, Comprehensive Guide to Privacy Law—Private Sector (online ed, as at 14 March 2008), [98-243];

· see also Commonwealth, Parliamentary Debates, House of Representatives, 1 April 2004, 27930 (P Slipper)

· ALRC Recommended:

· direct marketing be regulated in a separate principle, to be contained in UPP6 – Direct Marketing

· Would be displaced where specific sectoral legislation is in place eg Spam Act

· distinct requirements for marketing to those over/under 15 years, and where they are existing customers or not

· provide individuals with the right to opt out of receiving any direct marketing

· Recommendation 26–1 

· the model Unified Privacy Principles should regulate direct marketing by organisations in a discrete privacy principle, separate from the ‘Use and Disclosure’ principle; 

· this principle should be called ‘Direct Marketing’ - should apply regardless of whether the organisation has collected the individual’s personal information for the primary purpose or a secondary purpose of direct marketing;

· the principle should distinguish between direct marketing to individuals who are existing customers and direct marketing to individuals who are not existing customers;

· Recommendation 26–3 

· the ‘Direct Marketing’ principle should provide that an organisation may use or disclose personal information about an individual who is an existing customer aged 15 years or over for the purpose of direct marketing only where the: 

· (a) individual would reasonably expect the organisation to use or disclose the information for the purpose of direct marketing; and 

· (b) organisation provides a simple and functional means by which the individual may advise the organisation that he or she does not wish to receive any direct marketing communications. 

· Recommendation 26–4 

· the ‘Direct Marketing’ principle should provide that an organisation may use or disclose personal information about an individual who is not an existing customer or is under 15 years of age for the purpose of direct marketing only in the following circumstances: 

· (a) either: 

· (i) the individual has consented; or 

· (ii) the information is not sensitive information and it is impracticable for the organisation to seek the individual’s consent before that particular use or disclosure; 

· (b) in each direct marketing communication, the organisation draws to the individual’s attention, or prominently displays, a notice advising the individual that he or she may express a wish not to receive any direct marketing communications; and 

· (c) the organisation provides a simple and functional means by which the individual may advise the organisation that he or she does not wish to receive any direct marketing communications.

· Recommendation 26–5

· the ‘Direct Marketing’ principle should provide that an organisation involved in direct marketing must comply, within a reasonable period of time, with an individual’s request not to receive further direct marketing communications and must not charge the individual for giving effect to such a request;

· Recommendation 26–6 

· the ‘Direct Marketing’ principle should provide that an organisation that has made direct marketing communications to an individual who is not an existing customer or is under 15 years of age must, where reasonable and practicable and where requested to do so by the individual, advise the individual of the source from which it acquired the individual’s personal information.

· Collection – UPP 2

· Apart from the requirements for the collection of sensitive information for research, the main change from NPP 1 to UPP 2 relates to unsolicited personal information. Organisations and agencies will be required, under UPP 2.4, to either:

· destroy it as soon as practicable, without using or disclosing it; or 

· comply with the UPPs as if they had actively collected the information.

· Access and Correction – UPP 9

· The key changes from the requirements of NPP 6 relate to the correction of information. 

· 1. In addition to their current rights under NPP 6, individuals should have the right to correct information which is misleading and to correct or have deleted information which is not relevant. The ALRC suggests that, if an organisation holds information which is relevant for one of its functions or activities, but not another, the individual should have the right to have the information deleted from those records where it is irrelevant. 

· 2. The second main change is a new obligation, if an individual seeks to have information corrected, to 'notify other entities to whom the personal information has already been disclosed, if requested to do so by the individual and provided such notification would be practicable in the circumstances'.

8.11
Privacy in Virtual Worlds

Internet Publication of Public Information

· The ALRC’s review of privacy has highlighted concerns about the publication on the internet of personal information that is in the public domain, but traditionally has not been widely disseminated. 

· Examples include information on public registers – electoral rolls, registers of births, deaths and marriages, companies registers – court records, annual reports and newspapers which, while usually available for public access, have generally only been available in hard copy form.

Privacy in Virtual Worlds

· “The use of all three of the Platforms [YouTube, MySpace and Second Life] gives rise to a common group of legal risks, that is, copyright infringement, defamation and failure to protect the privacy of personal information”.

· Privacy Policies 

· In addition to the TOU, the Platform Providers maintain Privacy Policies, which are included as browse-wrap agreements that are linked to on each page of their website. These Privacy Policies bind how the Platform Providers may use information provided to them by Platform Users.

· In general, these Privacy Policies state that the Platform Provider will use the information provided to it as necessary to operate the Platform, including providing messages between Platform Users and contacting Platform Users for promotions.

· The Privacy Policies all state that the Platform Provider will not disclose information that can be used to identify individual Platform Users (ie names, email addresses or other identifying characteristics) to any third party unless the disclosure is necessary: 

· to conform to legal requirements or to respond to a subpoena, search warrant or other legal process, whether or not a response is required by applicable law; [contd over]

· to enforce the Platform’s TOU or to protect the Platform Provider’s rights; or  

· to protect the safety of members of the public and users of the Platform

· They will also generally reserve the right to transfer personal information to a successor that acquires rights to that information as a result of the sale of the Platform.

· Each Platform provides a privacy policy alongside the TOU. These privacy policies govern how the Platform Provider will use any private information that is obtained from the Platform Users, but do not govern privacy breaches that might occur through use of the Platform by Platform Members.

· Accordingly, it is necessary to consider what legislative, administrative or common law principles apply to privacy breaches involving the Platforms.

· For privacy breaches by Platform Users it is necessary to look to the general law, including:

· the Privacy Act 1988 (Cth);

·  in Queensland, the Queensland Information Privacy Principles; and • the common law.

· In the United States, there are four torts of privacy:

· public disclosure of private facts;

· unreasonable intrusion on solitude;

· publicity which presents the plaintiff in a false light in the public eye; and 

· appropriation of the plaintiff’s name or visage.

9.0
ISP LIABILITY (INTERMEDIARY LIABILITY)

9.1
General Information about ISP Liability

[12.10] In the online context, intermediary liability arises where the unlawful activities of one person (the primary actor) have been facilitated or authorised by another (the secondary actor) and, as a result, the secondary actor is held responsible for the activities of the primary actor.

As internet intermediaries are easy to identify and locate, and are widely regarded as being in the best position to control the activities of internet users, governments and law enforcement agencies have increasingly turned to intermediaries to regulate online activities. 

The most common methods used by governments to regulate online activities through intermediaries are by making those intermediaries directly liable for the unlawful online activities of others, or by requiring those intermediaries to block access to, or take down, offending content. 

What is an intermediary?  [12.15]
The traditional and most common intermediary is an ISP. However other intermediaries do exist including:

· Financial institutions

· Search engines

· Internet forum operators

· Web site operators

· Corporations and their directors

· Employers and employees

What is Online Liability? [12.20]
Online liability, in a general sense refers to liability for infringing legal obligations, (especially those concerning tort, intellectual property (eg copyright) and content regulation), arising from online activities. 

Online liability may be incurred by a primary actor or a secondary actor. A primary actor is the person or entity that commits the wrong, while a secondary actor is the person or entity that facilitates or authorises the wrong.

What is Intermediary Liability?  [12.10]
In determining whether an intermediary is liable, it is always a two-step inquiry:

1. Firstly, did the primary actor break the law?

a. To substantiate online liability, it must first be determined whether the primary actor (that is, the person doing the copying, infringing, defaming etc) has committed a legal wrong.

b. Therefore, the key issues in determining the liability of the primary actor in the online world is defining the scope of the lgal obligation that has been breached.

2. Secondly, can the secondary actor be made liable for the activities of the first?

a. Different considerations apply to the secondary actor

b. Generally, the inquiry is whether the secondary actor can be blamed or made accountable for the actions of the primary actor.

c. The more a secondary actor facilitates or authorises the primary actor’s breach, the more likely they are to be held liable (that is, the more likely they will be held to have also breached the law).

9.2
How does ISP Liability Arise?

· An ISP's liability for content prepared by others and for communications sent by others will arise from the services which the ISP provides to its customers and to third parties. 

· Often regulated by government as a more accessible target than the primary actor.

· Making the intermediary liable for the unlawful online activities or forcing them to block content may be more effective than attempting to identify the person undertaking the unlawful action or accessing the unlawful content.

· In particular an ISP may provide any one or more of the following services: 

· an electronic mail (email) server which enables customers and third parties to send and receive email; 

· a newsgroups server which enables customers and third parties to send and receive email in topical forums in which other interested Internet users also participate; 

· a List server which enables customers and third parties to subscribe to a mailing list on a particular topic using email; 

· a World Wide Web (WWW) server which enables customers to publish web pages and third parties to view them; 

· a File Transfer Protocol (FTP) server which enables customers to publish electronic files and third parties to retrieve them; and 

· an Internet Relay Chat (IRC) server which enables customers and third parties to chat with other Internet users in real time. 

· Generally, an ISP will provide a complex mix of the above as technology advances

· An ISP may breach the Australian Copyright Act or the various State defamation laws where a customer or third party uses the ISP's communications infrastructure to send or post copyright or defamatory material: 

· in an email message; 

· to a newsgroup;

· to a mailing list; 

· on a WWW server; 

· in a file on an FTP server; and 

· via an IRC server. 
9.3
ISP Liability: Copyright Infringement

An ISP may be liable for the copyright-infringing acts of its customer where the ISP’s service is used to facilitate the copyright infringement.

The rationale for making the intermediary liable was stated by the United States Supreme Court in MGM v Grokster:

When a widely shared service or product is used to commit infringement, it may be impossible to enforce rights in the protected work effectively against all direct infringers, the only practical alternative being to go against the distributor for secondary liability.
MGM v Grokster
FACTS:
Grokster and other companies distributed free software that allowed computer users to share electronic files through peer-to-peer networks. In such networks, users can share digital files directly between their computers, without the use of a central server. Users employed the software primarily to download copyrighted files, file-sharing which the software companies knew about and encouraged. The companies profited from advertising revenue, since they streamed ads to the software users. A group of movie studios and other copyright holders sued and alleged that Grokster and the other companies violated the Copyright Act by intentionally distributing software to enable users to infringe copyrighted works. The district court ruled for Grokster, reasoning that the software distribution companies were not liable for copyright violations stemming from their software, which could have been used lawfully. The Ninth Circuit affirmed.

ISSUE:
Were companies that distributed file-sharing software, and encouraged and profited from direct copyright infringement using such software, liable for the infringement?

HELD:
Yes. In a unanimous opinion delivered by Justice David Souter, the Court held that companies that distributed software, and promoted that software to infringe copyrights, were liable for the resulting acts of infringement. The Court argued that although the Copyright Act did not expressly make anyone liable for another's infringement, secondary liability doctrines applied here. The software in this case was used so widely to infringe copyrights that it would have been immensely difficult to deal with each individual infringer. The "only practical alternative" was to go against the software distributor for secondary liability. Here the software companies were liable for encouraging and profiting from direct infringement.

Right to Communicate Work to the Public [12.40]

It is a key right of a copyright holder that they be able to communicate their work to the public. The Digital Agenda Act is authority for this, and includes a definition of communicate:

Section 10 – Copyright Act 1968 (Cth)

communicate means make available online or electronically transmit (whether over a path, or a combination of paths, provided by a material substance or otherwise) a work or other subject-matter, including a performance or live performance within the meaning of this Act. 
It includes the right of communication to the public. The public includes the copyright owner’s public, regardless of physical setting. 

In respect of communications to the public, the person who determines the content of the communication is the person who is deemed to have made the communication, not the service provider whose facilities are used (Copyright Act s 22(6)).

This right was considered for the first time in Universal Music v Cooper, where the court held that a person who provides hyperlinks on their website to mp3 files stored on remote servers does not “make available” those files. A person who provides hyperlinks to other websites cannot be said to determine the content of the communication from the remote website (Cooper).

Universal Music v Cooper
FACTS

· Cooper was owner / operator of MP3s4FREE.net

· Hyperlinked to thousands of mp3 files stored on remote websites

· Users submitted the links, often anonymously, with no editorial control by Cooper

· Cooper did not charge for access, but gained revenue from advertising on the site

· Com-Cen hosted the MP3s4FREE site in exchange for advertising (a logo on the site)

· Com-Cen was majority owned by Bal

· Com-Cen employee Takoushis was primary contact and tech support for MP3s4FREE

· Universal Music filed against Cooper, Com-Cen, Bal and Takoushis for, amongst other thing, authorising infringement of the copyright in the musical works contained in the files that MP3s4FREE linked to.

HELD:

At first instance:

· Cooper had authorised the infringement committed by visitors to his website, because a reasonable inference could be drawn from the website that Cooper knowingly permitted or approved the use of his website to infringe on other’s copyright.  Further, he could have prevented it by removing the hyperlinks created by others without his supervision or control – he had sufficient control over the website to prevent the infringement.

· However, Cooper was not found to be a joint tortfeasor as he had no common design with his website’s users in infringing of copyright.

On Appeal:

· Cooper had the power to prevent the infringing acts

· Cooper had a financial relationship with the website users, as he benefited from their patronage though advertising revenue

· Cooper did not take reasonable steps to prevent the infringement by users of his website.

· Com-Cen and Bal were also held to have authorised copyright infringement:

· Their business dealings with Cooper meant that they would have reviewed the content of the website for various reasons

· They had a financial relationship with the users of Cooper’s website (they advertised to them)

· They had the power to prevent the infringing acts, but did not do so.

· Takoushis, as an ordinary employee, did not have the power to prevent the infringing acts, and did not have a relationship with the users of the website, therefore had not authorised the infringement.

· Linking to a file is not “making available” the file

· The server hosting the file that is linked to is “making available” the file

· Also, linking to the file is not “transmitting” the file

9.3.1
Authorisation Liability for Copyright Infringement

The exclusive rights of a copyright owner go beyond the doing of the specified acts themselves – they can authorise any other person to do anything they could have done with the material (s 13(2) Copyright Act).

Therefore, a copyright-owner’s rights can be infringed not only when a person performs any of those acts without the licence of the owner, but also when a person authorises another person to do those acts without themselves having a licence (s 36(1) and 101(1) Copyright Act).

This is referred to as “authorisation liability.”

The leading case is University of New South Wales v Moorhouse and Angus & Robertson (Publishers) Pty Ltd (1975) 133 CLR 1. A person, who has some power to prevent it, instead authorises an infringement of copyright where they “sanction, approve or countenance” the infringement (UNSW v Moorhouse per Gibbs J @ 12-13).

UNSW v Moorhouse
A graduate of the university used one of its self-service library photocopiers to make infringing copies from a book. The High Court decided that the university had authorised the copyright infringement by making an unqualified invitation to its library users to exercise the rights comprised in the copyright of the copyright owner. 

Gibbs J. noted that the word "authorise" connoted a mental element so that it could not be inferred that a person had, by mere inactivity, authorised something to be done if he neither knew nor had reason to suspect that the act might be done.
Jacobs J., with whom McTiernan ACJ. agreed, noted that where a general permission or invitation may be implied, it is clearly unnecessary to that the authorising party have knowledge that a particular act comprised in the copyright will be done.
In reaching his decision, Gibbs J. noted that the university:

· had under its control the means by which a copyright infringement might be committed (the photocopiers);

· made the means available to other persons knowing, or having reason to suspect, that it was likely to be used for the purpose of committing a copyright infringement; and

· omitted to take reasonable steps to limit the use of the means to legitimate purposes.

Applying these criteria to an ISP, the ISP: 

(1) has under its control the means by which a copyright infringement might be committed (its communications infrastructure) and 

(2) makes the means available to other persons knowing, or having reason to suspect, that it is likely to be used for the purposes of committing a copyright infringement. 

However, in considering whether an ISP has taken reasonable steps to limit the use of its communications infrastructure to legitimate purposes, it is important to distinguish between two groups of people who may use that infrastructure: its own customers and the customers of other ISPs.

While a person cannot be said to have authorised an infringement unless it has some power to prevent it, inactivity or indifference may reach a degree from which an authorisation can be inferred.

The factors from UNSW v Moorhouse have been codified in the Copyright Act by s 36(1A) and s 101(1A), through the Digital Agenda reforms.

The sections set out a range of factors that must be considered by the courts in determining whether or not a person has authorised the doing of an infringing act. The factors to be taken into account in making this determination include:

· the extent, if any, of the person’s power to prevent the doing of an infringing act (s 36/101(1A)(a))

· the nature of the relationship between that person and the person who performed the infringing act (s 36/101(1A)(b)); and

· whether that person took reasonable steps to prevent or avoid the doing of the infringing act, including whether the person complied with any relevant industry code of practice (s 36/101(1A)(c)).

· NOTE: no published code of practice for ISPs at this time.

These factors are mandatory but not exhaustive, so the court can take into account other factors (Cooper).

For a summary of Cooper see case summary above, or more information in the textbook at [12.55.1] (page 697).

Universal Music v Sharman License Holdings (Kazaa Case)
FACTS
· One of the respondents, Sharman Networks Ltd, controlled the Kazaa peer-to-peer file sharing system.  Access to Kazaa is available free of charge to persons who download the Kazaa Media Desktop (“KMD”) software program from the Kazaa website.  This free version of Kazaa is funded by streaming advertising to users of the KMD.  The KMD provides users with access to the “FastTrack” network, over which files are available for transfer free of charge, and the “Joltid Peer Enabler” network, which provides access via “TopSearch” technology to licensed files made available by arrangement with the relevant copyright owners, known as “Gold Files”.  

· Sharman Networks claimed that at the commencement of 2004, more than 317 million people worldwide had downloaded Kazaa software onto their computer.

· Kazaa users may share any file on their computer via FastTrack technology with other users by placing that file in their “My Shared Folder”, which is automatically generated by the Kazaa software.  When Kazaa users conducted a search using the KMD, the search term that they typed in was matched against the metadata of the files in the “My Shared Folder” of other Kazaa users, known as “Blue Files”.  By clicking on a download icon next to the matching Blue File results, Kazaa users could download the Blue File directly from the computer of the other Kazaa user on which that file was stored.

· Each page of the Kazaa website contained a notice that Sharman did not condone activities and actions that breach copyright.  Kazaa users also had to enter into a browse-wrap end user licence agreement which made it a condition of use of the Kazaa software that users agreed not to use the software to infringe the intellectual property rights of others, and warning users of their potential liability if they infringed copyright or other intellectual property rights of others.  However, the Kazaa website also linked to a website headed “Join the Revolution”, which derided attacks on peer-to-peer applications by record and movie companies and their industry bodies, and encouraged the use of peer-to-peer applications as being beneficial to everyone by, among other things, providing lower prices, unlimited catalogues “and more”.

HELD
· The court found that, unlike manufacturers of blank tapes and video recorders, the respondents did have means available to them to control the infringing conduct of Kazaa users. 

· It was indisputable that the respondents knew that Kazaa was predominantly being used for music file-sharing, which necessarily involved copyright infringement.

· Their knowledge of infringement, failure to implement available technical measures to curtail the infringing activities of users, and their encouragement of users to “join the revolution” by ignoring copyright, was crucial.

· Although the court did not find that the Kazaa system involved a central server, it found that the respondents could use certain technological means to control or at least influence the activities of Kazaa users. These technological measures were as follows:

· Installation of a keyword filtering system in the Kazaa software to prevent the display of search results of Blue Files whose particulars (eg title, artist) matched the particulars of sound recordings in the applicants’ music catalogues; and

· Gold file flood filtering, whereby Gold Files are created with details which match the particulars of the applicants’ catalogues, but which are blank files or files containing only copyright warnings, with 200 copies of such files created for each title in the applicants’ catalogues. 

· 6 of the 10 defendants were found liable for authorisation of copyright infringement, including 2 company directors

· Interestingly, in its orders, the court held that the respondents could continue to operate the Kazaa system without being liable for authorization infringement if they implemented either a non-optional keyword filtering system in all new versions of Kazaa software, and they imposed maximum pressure on existing Kazaa users to upgrade their existing Kazaa software to a version which included the keyword filtering system

· The case was appealed by settled before the appeal was heard.

9.3.2
Effect on Liability of Disclaimers

In the Moorhouse decision, the court stated that knowledge was not required for a party to be found liable for authorization infringement where general permission or invitation had been extended to perform the relevant infringing acts.  However, knowledge could  become important if the invitation were qualified in such a way as to make it clear that it did not extend to the doing of acts comprised in another’s copyright, but the person making the invitation knew that the qualification was being ignored and allowed the infringement to continue.

In Universal Music Australia Pty Ltd v Cooper, Cooper had included terms and conditions of use and disclaimers on his website stating that he did not endorse or sponsor any of the remote websites to which his website provided hyperlinks, and disclaimed responsibility for any damage caused by downloading files from those remote websites.  The court held that those statements were not reasonable steps within the meaning of s 101(1A) of the Copyright Act to prevent or avoid the infringing acts by visitors to Cooper’s website of downloading music files from remote websites via the hyperlinks on Cooper’s website. 

9.3.3
Defences to Authorisation Liability

Mere Provision of Service or Carriage Not Enough [12.65]

· The Digital Agenda Act introduced ss 39B and 112E into the Copyright Act, expressly stating that persons including CSPs will not be taken to have authorized copyright infringement merely because the facilities provided by them for making a communication are used by others to infringe copyright.

· Similarly, under s 195AVB of the Copyright Act, CSPs will not be liable for authorizing the infringement of moral rights simply because the facilities provided by them for making a communication are used for that purpose.

· Universal v Cooper: Cooper had done more than merely making facilities available, as his work on the site to offer classification etc amounted to an encouragement to use the site.  Com-Cen and Bal also did more than merely make the facilities available as they offered free hosting.

· Universal v Sharman: more than just physical facilities, software would also be included – but Kazaa’s encouragement to join the revolution was more than just making the facilities available.

Temporary Reproductions [12.70]
Sections 43A and 111A of the Copyright Act were introduced by the Digital Agenda Act to address concerns that, because browsing the Internet involves the making of temporary copies of copyright materials in the memory of a user’s computer, then Internet users could be liable for infringement of the copyright owner’s exclusive right to reproduce those materials.  Under ss  43A and 111A, a person does not infringe copyright in online materials by making a temporary reproduction or adaptation of those materials as part of the technical process of making or receiving a communication, provided that the making of the communication does not itself infringe copyright.

Safe Harbour Protection (Under US Free Trade Agreement) [12.75-12.80]
Part 11 of Schedule 9 of the US Free Trade Agreement Implementation Act 2004 (USFTAI Act), which came into force on 1 January 2005, deals with the liability of carriage service providers (CSPs) for acts of copyright infringement perpetrated using their facilities or services.  These new provisions do not create exclusions from liability for copyright infringement, and instead, limit the remedies that are available against CSPs for copyright infringement arising from the conduct of certain types of online activities by CSPs if those CSPs comply with certain conditions.  In doing so, these provisions attempt to align Australian copyright law regarding the liability of CSPs for acts of copyright infringement perpetrated via their network or services with US law under the Digital Millennium Copyright Act.

· The limitation on remedies under s 116AG of the Copyright Act applies to CSPs in respect of the categories of online activities outlined in ss 116AC to 116AF.  These categories of activities are similar to the four “safe harbours” under the US DMCA, and are as follows:

· Providing facilities or services for transmitting, routing or providing connections for copyright material, or intermediate and transient storage of copyright material in the course of those activities (“Category A activity”);

· Caching copyright material through an automatic process, where the CSP has not manually selected the copyright material to be cached (“Category B activity”);

· Storing copyright material on a system or network controlled or operated by or for the CSP at the direction of a user (“Category C activity”); and

· Referring users to an online location using information location tools or technology (“Category D activity”).

· If a CSP infringes copyright in carrying out any of those activities, but satisfies the conditions in s 116AH(1) of the Copyright Act that apply to the relevant category of activity, then s 116AG(3) of the Copyright Act provides that a court may only grant the following remedies against that CSP for those infringing acts:

· For Category A activities, an order requiring the CSP to block access to online locations outside of Australia or to terminate the account of an infringing subscriber; and

· For Categories B, C or D activities, an order requiring the CSP to remove or block infringing materials and references to those materials, terminate the account of an infringing subscriber or another less burdensome but comparably effective non-monetary order.

· A court must consider the following factors under s 116AG(5) of the Copyright Act when determining what orders to make against a CSP in respect of copyright infringement arising from the conduct of a “safe harbour” activity:

· The harm caused to the relevant copyright owner;

· The burden that the order will place on the CSP;

· The technical feasibility of compliance with the order; and

· Whether another comparably effective order would be less burdensome.

· If a CSP qualifies for safe harbour protection under s 116AG, a court must not grant monetary relief against that CSP, including damages, an account of profits or additional damages.

· To qualify at all for safe harbour protection, the CSP must have a policy for terminating the accounts of repeat offenders, and

· They must comply with the provisions or any relevant industry code for accommodating and not interfering with standard technical measures that protect and identify copyright material

· Notice and Takedown Procedure

· The notice and takedown procedure applicable under the USFTAI Act is set out in Part 3A of the Copyright Regulations 1969 (Cth) (“Regulations”), which came into force on 1 January 2005. 

· On receiving notification of claimed infringement from a copyright owner or their agent under regulation 20I in respect of allegedly infringing material stored on the CSP’s system or network (Category C activities), regulation 20J requires a CSP to expeditiously remove or disable access to the copyright material specified in the notice which resides on its system or network.   The CSP must then, as soon as practicable, send to the user who directed the CSP to store the copyright material on its system or network:

· a copy of the notice of claimed infringement; and

· notice that the material referred to in the notice of claimed infringement has been removed or access to it disabled, and that the user may issue a counter-notice under regulation 20K within three months after receiving such notice.

Division 2AA—Limitation on remedies available against 
carriage service providers 
Subdivision A—Preliminary 
116AA  Purpose of this Division 
 (1) The purpose of this Division is to limit the remedies that are available against carriage service providers for infringements of copyright that relate to the carrying out of certain online activities by carriage service providers. A carriage service provider must satisfy certain conditions to take advantage of the limitations. 
Note 1: Subdivision B contains a description of the relevant activities. 
Note 2: Subdivision C contains details of the limitations on remedies. 
Note 3: Subdivision D sets out the conditions that must be satisfied for a carriage service provider to take advantage of the limitations. The 
limitations are automatic if a carriage service provider complies with the relevant conditions. 
 (2) This Division does not limit the operation of provisions of this Act outside this Division in relation to determining whether copyright has been infringed. 
116AB  Definitions 
  In this Division: 
caching means the reproduction of copyright material on a system or network controlled or operated by or for a carriage service provider in response to an action by a user in order to facilitate efficient access to that material by that user or other users. 
copyright material means: 
 (a) a work; or 
 (b) a published edition of a work; or 
 (c) a sound recording; or 
 (d) a cinematograph film; or 
 (e) a television or sound broadcast; or 
 (f) a work that is included in a sound recording, a cinematograph film or a television or sound broadcast.
industry code means: 
 (a) an industry code that: 
 (i) meets any prescribed requirements; and 
 (ii) is registered under Part 6 of the Telecommunications Act 1997; or 
 (b) an industry code developed in accordance with the regulations. 
Subdivision B—Relevant activities 
116AC  Category A activity 
  A carriage service provider carries out a Category A activity by providing facilities or services for transmitting, routing or providing connections for copyright material, or the intermediate and transient storage of copyright material in the course of transmission, routing or provision of connections. 
116AD  Category B activity 
  A carriage service provider carries out a Category B activity by caching copyright material through an automatic process. The carriage service provider must not manually select the copyright material for caching. 
116AE  Category C activity 
  A carriage service provider carries out a Category C activity by storing, at the direction of a user, copyright material on a system or network controlled or operated by or for the carriage service 
provider. 
116AF  Category D activity 
  A carriage service provider carries out a Category D activity by referring users to an online location using information location tools or technology.

Subdivision C—Limitations on remedies 
116AG  Limitations on remedies 
Relevant conditions must be satisfied 
 (1) A carriage service provider must satisfy the relevant conditions set out in Subdivision D before the limitations in this section apply. 
General limitations 
 (2) For infringements of copyright that occur in the course of carrying out any of the categories of activities set out in Subdivision B, a court must not grant relief against a carriage service provider that consists of: 
 (a) damages or an account of profits; or 
 (b) additional damages; or 
 (c) other monetary relief. 
Category specific limitations 
 (3) For an infringement of copyright that occurs in the course of the carrying out of a Category A activity, the relief that a court may grant against a carriage service provider is limited to one or more of the following orders: 
 (a) an order requiring the carriage service provider to take reasonable steps to disable access to an online location 
outside Australia; 
 (b) an order requiring the carriage service provider to terminate a specified account. 
 (4) For an infringement of copyright that occurs in the course of the carrying out of a Category B, C or D activity, the relief that a court may grant against a carriage service provider is limited to one or more of the following orders: 
 (a) an order requiring the carriage service provider to remove or disable access to infringing copyright material, or to a reference to infringing copyright material; 
 (b) an order requiring the carriage service provider to terminate a specified account; 
 (c) some other less burdensome but comparably effective non-monetary order if necessary.

Relevant matters 
 (5) In deciding whether to make an order of a kind referred to in subsection (3) or (4), a court must have regard to: 
 (a) the harm that has been caused to the owner or exclusive licensee of the copyright; and 
 (b) the burden that the making of the order will place on the carriage service provider; and 
 (c) the technical feasibility of complying with the order; and 
 (d) the effectiveness of the order; and 
 (e) whether some other comparably effective order would be less burdensome. 
The court may have regard to other matters it considers relevant. 

Subdivision D—Conditions 
116AH  Conditions 
 (1) This table sets out the conditions for each of the categories of activities. 
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1 Allcategories 1. The carriage service provider must adopt and
reasonably implement a policy that provides for
termination, in appropriate circumstances, of the
accounts of repeat infringers.

2. If there is a relevant industry code in force—the.
carriage service provider must comply with the
relevant provisions of that code relating to
accommodating and ot interfering with standard
technical measures used to protect and identify
copyright material.
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- Any transmission of copyright material in carrying

out this activity must be initiated by or at the
direction of a person other than the carriage
service provider.

. The carriage service provider must not make

substantive modifications to copyright material
transmitted. This does not apply to modifications
made as part of a technical process.

Category B

. If the copyright material that is cached is subject

to conditions on user access at the originating site,
the carriage service provider must ensure that
access to a significant part of the cached copyright
material s permitted only to users who have met
those conditions.

. If there s a relevant industry code in force—the.

carriage service provider must comply with the
relevant provisions of that code relating to:
(a) updating the cached copyright material; and
(b) not interfering with technology used at the
originating sie to oblain information about the:
use of the copyright material.

. The service provider must expeditiously remove or

disable access to cached copyright material upon
notification in the prescribed form that the
material has been removed or access to it has been
disabled at the originating site.

. The carriage service provider must not make

substantive modifications to the cached copyright
material as it is transmitted to subsequent users.
‘This does not apply to modifications made as part
of a technical process.
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1. The carriage service provider must not receive a
financial benefit that s directly attributable to the
infringing activity if the carriage service provider
has the right and ability to control the activity.

2. The carriage service provider must expeditiously
remove or disable access to copyright material
residing on its system or network upon receipt of a
‘notice in the prescribed form that the material has
been found to be infringing by a court.

2A.The carriage service provider must act
expeditiously to remove or disable access to
copyright material residing on its system or
network if the carriage service provider:
(a) becomes aware that the materil s infringing; or
(b) becomes aware of facts o circumstances thal
‘make it pparent that the material s likely to be
infringing.
‘The carriage service provider does not, in an
action relating to this Division, bear any onus of
proving a matter referred to in paragraph (@) or (b).
3. The carriage service provider must comply with
the prescribed procedure in relation to removing or
disabling access to copyright material residing on
its system or network.
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1. The carriage service provider must not receive a
financial benefit that s directly attributable to the
infringing activity if the carriage service provider
has the right and ability to control the activity.

2. The carriage service provider must expeditiously
remove or disable access to a reference residing on
its system or network upon receipt of a notice in
the prescribed form that the copyright material to
‘which it refers has been found to be infringing by
acourt.

2A.The carriage service provider must act
expeditiously to remove or disable access to a
reference residing on its system or network if the
carriage service provider:
(a) becomes aware that the copyright material to
‘which it refers is infringing; or
(b) becomes aware of facts o circumstances that
‘make it pparen that the copyright material to
‘which it refersis likely to be infringing.
‘The carriage service provider does not, in an
action relating to this Division, bear any onus of
proving a matter referred to in paragraph (@) or (b).
3. The carriage service provider must comply with
the prescribed procedure in relation to removing or
disabling a reference residing on ts system or
network.





9.4
ISP Liability: Moral Rights Infringement (Copyright)

· ISPs may encounter similar problems of indirect liability with moral rights as already experienced with copyright. 

· Each time a work is hosted, sent or received an attributable act would be deemed to have occurred. Where the original infringer of moral rights cannot be located, a person may find it easier to sue the ISP on whose network the work was hosted or passed through.

· The defence under the broadcasting services legislation (discussed above) applies here. The ISP will not be liable provided it is not aware of providing access to, or hosting internet content which infringes the moral rights of the author. 

· When an ISP becomes aware of illegal or infringing material accessible by, or hosted on their service and take no action to remove it within a reasonable time, the defence may not apply. 

· An ISP may also defend a moral rights prosecution by claiming the unreasonable cost involved in identifying the author.

9.5
ISP Liability: Trade Mark Infringement

To date, there have not been any instances where Internet intermediaries in Australia have been held liable for trade mark infringement where infringing acts are perpetrated by users of their services. 

However, in the United States, the case law demonstrates that Internet intermediaries may potentially be liable for acts of trade mark infringement perpetrated by users of their services.  US courts have indicated that the liability of an Internet intermediary for acts of their users which infringe other people’s trade marks will depend on the type of services provided by the intermediary and the intermediary’s knowledge of the infringing acts.

Australian trade mark law is set out in the Trade Marks Act 1995 (Cth) (“Trade Marks Act”). There is no provision under the Trade Marks Act imposing liability for trade mark infringement which is equivalent to liability for authorizing copyright infringement committed by others under the Copyright Act 1968 (Cth).

If an Internet intermediary was found to have infringed a trade mark because of the acts of its users, under Australian law, there is no defence in the Australian Trade Marks Act 1995 (“Trade Marks Act”) which is equivalent to the defence of innocent infringement under the US Trade Marks Act. However, to be liable for the criminal offences under ss 146 and 147 of the Australian Trade Marks Act, an Internet intermediary would have to know or be reckless of the fact that the act concerned involved trade mark infringement.

9.5.1
Position on Trade Mark Infringement in the US

· US trade mark law is encoded in the Lanham Act. While the Lanham Act does not expressly provide for contributory or vicarious liability for trade mark infringement, the courts have held that the Lanham Act implies these causes of action in addition to direct trade mark infringement. In Inwood Labs, Inc. v Ives Labs, Inc., the US Supreme Court held that a person who intentionally induces another to infringe a trade mark or continues to supply its products to someone whom it knows or has reason to know is engaging in trade mark infringement is contributorily liable for any resulting loss. 

· In Government Employees Insurance Company (“GEICO”) v Google, Inc., Case No. 1:04-CV-00507 (E.D.Va.); judgment filed 8 August 2005, GEICO commenced proceedings against the Google search engine for, among other things, direct, contributory and vicarious trade mark infringement and trade mark dilution by selling keyword advertising to persons other than GEICO linked to GEICO’s trade marks as keywords, again on the basis of initial interest confusion.  The court found that GEICO had failed to establish that:

· the mere use by Google of GEICO trade marks as keywords infringed those trade marks; or

· advertisements that did not reference GEICO’s trade marks in their headings or text infringed GEICO’s trade marks, even though the Google search engine enables those advertisements to appear when a user searches on GEICO’s trade marks.

· However, the court held that, in the absence of any evidence from Google to the contrary, GEICO had established a likelihood of confusion, and hence trade mark infringement, in respect of keyword advertisements which referenced GEICO trade marks in their headings or text and which were generated when users of the Google search engine searched on those trade marks.

· The GEICO decision is favourable to search engine operators, as the court held that using trade marks as keywords to trigger advertising does not of itself constitute trade mark infringement.

9.6
ISP Liability: Defamation

· Australian defamation law is based on a combination of common law and legislation and varies to some extent among the various States and Territories.

· In Queensland and Tasmania, defamation law has been entirely codified, while in New South Wales and the Australian Capital Territory, defamation law is governed by the common law as modified by legislation, and in the remaining States and Territories, defamation law is primarily the common law position with minor statutory modifications. However, these divergent defamation laws are expected to become uniform in certain respects under defamation legislation which came into force on 1 January 2006. 

· The basic elements required to establish defamation are:

· A statement or other material that is, or is likely to be, harmful to another’s reputation – that is, a defamatory statement; and

· The defamatory statement concerns the plaintiff; and

· The defamatory statement is published (communicated) to someone other than the plaintiff.

· There are currently no decided Australian cases on the liability of Internet intermediaries for defamation which is perpetrated by another person using the intermediary’s services or facilities.  However, in Bristile Ltd v The Buddhist Society of Western Australia Inc, [1999] WASC 259 (16/12/1999, the parties appear to have accepted, without arguing the matter, that an Internet service provider could incur liability as a publisher of defamatory material in respect of content hosted on its system. There have also been a number of other actions filed in Australia which have named Internet intermediaries as co-defendants.

· At the March 2005 meeting of the Standing Committee of Attorneys General (SCAG), all Australian States and Territories agreed to implement model uniform defamation legislation by 1 January 2006.  As a result, all the Australian States and the Northern Territory have enacted legislation based on the model uniform defamation legislation, which came into force on 1 January 2006. 

· This legislation (collectively, “the Defamation Act”) aims to retain the existing common law of defamation, except to the extent that it is specifically modified by that legislation. The relevant Act in each state and the Northern Territory is called the Defamation Act.  All of the state Acts commenced on 1 January 2006, while the Northern Territory Act commenced on 26 April 2006.  The Australian Capital Territory retains its own defamation legislation, being the Civil Law (Wrongs) Act 2002 (ACT) and the Defamation (Criminal Proceedings) Act 2001 (ACT).  

· If an Internet intermediary is found to have published a defamatory statement made by another person by providing the facilities or services which enabled that statement to be published to third parties, then that intermediary may be able to rely on the defence of innocent dissemination.  To qualify for this defence, an Internet intermediary must prove that:

· it did not know that the material in question contained defamatory matter; and

· its ignorance of the defamatory matter was not due to the intermediary’s negligence; and

· it had no grounds for supposing that the material in question was likely to contain defamatory matter.

· This defence arose to protect subordinate publishers of defamatory matter, such as newsagents, booksellers and libraries, from liability for defamation in respect of the third party material which they make available to the public.

· In Thompson v Australian Capital Television Pty Ltd, (1996) 186 CLR 574 the leading Australian case on innocent dissemination, the majority of the High Court of Australia held that “there is no reason in principle why a mere distributor of electronic material should not be able to rely upon the defence of innocent dissemination if the circumstances so permit”.  This statement indicates that Internet intermediaries may be able to rely on the defence of innocent dissemination in respect of defamation proceedings brought against them for publication of defamatory material originally published by someone else.

· In the Thompson case, a television station that retransmitted another station’s live television broadcast containing defamatory matter simultaneously with the original broadcast was held by the High Court of Australia to not be entitled to the benefit of the defence of innocent dissemination.  The reason given by the High Court for this decision was that the retransmitting station had the ability to control and supervise the material that it televised, and it had deliberately chosen to retransmit the offending program nearly instantaneously with the original broadcast of that program without first checking its content.  Given the non-interactive nature of the television broadcasting, it is unclear whether this decision is applicable to the online environment.

· Defamation Act

· The Defamation Act seeks to clarify the application of the defence of innocent dissemination to Internet intermediaries. This legislation provides that it is a defence to the publication of defamatory matter if a person:

· proves that they published the offending matter in the capacity of or as an employee or agent of a subordinate distributor;

· neither knew or ought reasonably to have know that the material was defamatory; and

· did not lack knowledge of the defamatory nature of that material due to negligence on their part.

· A “subordinate distributor” is a person who:

· was not the first or primary distributor of the defamatory matter;

· was not the author or originator of the defamatory matter; and

· did not have any capacity to exercise editorial control over the content of the defamatory matter or its publication before it was first published.

· Defence under Broadcasting Services Act

· Clause 91 of Schedule 5 to the Broadcasting Services Act 1992 (Cth) was introduced in 1999 to exclude Australian State and Territory laws which exposed Internet service providers and content hosts to criminal or civil liability for hosting or carrying offensive material. It provides that State or Territory laws and rules of common law or equity have no effect to the extent that they:

· subject an Internet service provider or content host to liability for carrying or hosting Internet content where the host was not aware of the nature of that content; or

· require an Internet service provider or content host to monitor, make enquiries about, or keep records of Internet content that they carry or host,

· unless those laws are expressly exempted by the relevant Commonwealth government minister.  The Commonwealth government has relied on its power to make laws with respect to telecommunications under s 51(v) of the Australian Constitution to enact these provisions. 

· Clause 91 of Schedule 5 is broad enough to be a defence by ISPs and ICHs in respect of liability for defamation which takes place via their services or facilities, despite this not being the aim of its introduction.  However, as there are currently no decided cases in which an ISP or ICH has relied on clause 91 of Schedule 5 of the Broadcasting Services Act as a defence to defamation, the law on this issue is not entirely certain.

· US Position – Defamation

· Two pivotal US cases concerning defamatory material posted to online bulletin boards demonstrated the potential liability of Internet intermediaries for defamation where those intermediaries attempted to monitor and otherwise control the material published by others using their services and facilities.  The latter of these cases, in which an Internet intermediary was found liable for defamation, directly led to intervention by the US legislature to protect Internet intermediaries from such liability in certain specified circumstances.

· The first pivotal US case concerning the liability of Internet intermediaries for defamation perpetrated via their facilities or services is Cubby, Inc. v CompuServe Inc. 776 F. Supp. 135 (S.D.N.Y. 1991). CompuServe was a provider of various online subscriber services, including access to a number of online forums comprised of bulletin boards, interactive online conferences and topical databases.  One of these forums, the Journalism Forum, included a daily newsletter called ‘Rumorville USA’ regarding broadcast journalism and journalists.  CompuServe had engaged a third party to manage, review and generally control the content of the Journalism Forum.  

· However, CompuServe had no direct relationship with the publishers of Rumorville USA.  CompuServe did not have any opportunity to review the content of Rumorville USA before it was uploaded to CompuServe’s system, from which it became immediately available to subscribers.  Further, CompuServe did not receive any of the fees charged by the publishers of Rumorville USA for access to that newsletter; its only remuneration for making Rumorville USA available to its subscribers was the standard online time usage and membership fees payable by all subscribers to its services.

· The court accepted CompuServe’s argument in finding that CompuServe, as a news distributor, was not liable for the alleged defamation in this case.  While the court acknowledged that CompuServe could decline to carry a given publication, it has little or no editorial control over the content of publications that it decides to carry, including Rumorville USA.  The court accepted that CompuServe neither knew or had reason to know of the allegedly defamatory material in Rumorville USA, particularly having regard to the large number of publications that it carried as part of its online services and the speed with which Rumorville USA was uploaded and became available to subscribers.

· The second pivotal US case regarding the liability of Internet intermediaries for defamation, which is in direct contrast with the Cubby decision and which triggered legislative intervention, is Stratton Oakmont, Inc. v Prodigy Services Company. 1995 WL 323710 (N.Y. Sup. Court, 24/05/1995); 23 Media L Rep (BNA) 1794 (1995).

· Prodigy owned and operated a number of online bulletin boards, including “Money Talk”, on which members posted statements regarding various financial matters.  Prodigy engaged a third party board leader to, among other things, participate in board discussions and enforce Prodigy’s content guidelines.  Certain allegedly defamatory statements regarding the plaintiffs were posted to Money Talk, which led them to commence defamation proceedings against Prodigy.  The plaintiffs based their claim on the fact that Prodigy held itself out as exercising editorial control over the content of messages posted on its online bulletin boards, which differentiated Prodigy from its competitors and likened its services to a newspaper. 

· Accordingly, the court held that through its own policies, technology and staffing decisions, Prodigy exercised editorial control over the content of the postings on its online bulletin boards, and placed itself in the position of a publisher rather than a mere distributor.  The court held that the fact that such editorial control was incomplete and may be enforced as late as a complaint being received did not override the fact that Prodigy had arrogated to itself the role of determining what was proper for its members to post and read on its online bulletin boards.  Accordingly, by choosing to exercise editorial control, the court held that Prodigy had opened itself up to greater liability than other online service providers who did not exercise such control.

9.7
ISP Liability: Crime and Cybercrimes

· Examples of cybercrimes include illegal telecommunications interception, electronic vandalism, criminal intellectual property infringement, intentionally releasing viruses and other malicious programs, fraud, theft, money laundering, gambling, distribution of pornography, stalking, harassment, hate speech and cyberterrorism.

· Internet intermediaries are not, subject to certain exceptions, liable for crimes committed by others using their networks.  However, a number of commentators are in favour of holding Internet intermediaries liable for computer crimes committed by others, either in contract (for example, in the case of security breaches occurring where the intermediary has contracted to provide secure online facilities or services) or in tort, on the basis that network providers are in the best position to secure their systems or networks from criminal acts.

· While Internet intermediaries may not be liable for criminal acts committed by others, they have an important role in the enforcement of criminal law. Both Australia and the US have passed laws which require Internet intermediaries to assist law enforcement agencies with law enforcement and national security issues by intercepting communications, providing evidence relevant to the commission of computer crimes and the identity of offenders and content filtering.

· Obligation to Report Child Pornography and Child Abuse Material

· Under s 474.25 of the Australian Criminal Code Act 1995 (“Criminal Code”), it is a criminal offence for an Internet service provider (“ISP”) or Internet content host (“ICH”) who becomes aware that their services can be used to access material which they reasonably believe is “child pornography material” or “child abuse material” not to refer details of that material to the Australian Federal Police within a reasonable time after becoming aware of the existence of that material.

· Liability for Internet Gambling

· The Interactive Gambling Act 2001 (Cth) (“IGA”) prohibits the provision of interactive gambling services to customers in Australia.  The IGA is administered by the Australian Communications and Media Authority (“ACMA”).  Internet service providers (“ISPs”) play an important role in assisting ACMA with enforcing the IGA with respect to prohibited Internet gambling content hosted outside of Australia, and ISPs can be criminally liable for failing to comply with its obligations under the IGA.

· As part of the enforcement provisions of the IGA, ACMA may notify ISPs under a designated notification scheme of the existence of prohibited Internet gambling content hosted outside of Australia, and Internet content that ACMA is satisfied is prohibited gambling content which is the same as or substantially similar to content which it has previously notified to ISPs (“similar Internet content”). 

· Liability for Criminal Acts of Employees

· If a computer crime is committed by an employee of an internet intermediary, then the intermediary may be held to be directly or vicariously liable for that criminal act. Where an employee commits a crime while acting as an “embodiment of the company”, such as directors, senior managers and those employees of an Internet intermediary acting with their employer’s authority, and the Internet intermediary did not take steps to prevent that crime, then that Internet intermediary may be held directly liable for that crime. 

· An internet intermediary may also be held vicariously liable for crimes committed by its employees other than while acting as an “embodiment of the company”, provided that intent is not an element of the crime. However, there appears to be an emerging trend towards bringing proceedings against both the Internet intermediary and their employees as separate defendants.

· Liability for Criminal Acts

· The Australian High Court has indicated in Triangle Shopping Centre Pty Ltd v Anzil [2000] HCA 61 at [30] that a person may owe a duty of care to take reasonable steps to protect others from criminal activities where those activities are so frequent that they are attended by a high degree of foreseeability and predictability.

· Accordingly, if a plaintiff can establish that an Internet intermediary owes a duty of care to that plaintiff to take reasonable steps to prevent loss through criminal activities being suffered by the plaintiff (eg by establishing adequate network security), then the Internet intermediary may incur civil liability in negligence to that plaintiff, even though the Internet intermediary is not criminally liable for the unlawful activities of third parties which resulted in the plaintiff’s loss.

· In Mercedes Benz (NSW) v ANZ and National Mutual Royal Savings Bank Ltd, a Mercedes Benz payroll officer fraudulently misappropriated funds from her employer.  Mercedes Benz subsequently brought negligence proceedings against the ANZ Bank for paying cheques which were fraudulently drawn by the payroll officer, and against the National Mutual Royal Savings Bank, which provided banking facilities for the administration of Mercedes’ payroll, collected the fraudulent cheques and paid the proceeds of those cheques in accordance with the directions of the payroll officer.  These proceedings were decided against Mercedes Benz on the basis that it did not take reasonable steps to protect itself from the fraudulent actions of its employee.  However, commentators have suggested that where an outsourcing provider is responsible for the payroll function of a company, then the outsourcing provider may be liable to that company in negligence for fraud perpetrated by the company’s payroll officer.

9.8
ISP Liability: Prohibited Internet Content

· ISPs are subject to the online services laws set out in the Broadcasting Services Act 1992 (Cth) Sch 5 and the Internet Industry Codes of Practice. An ISP is not liable for providing access to or hosting prohibited Internet Content (defined above) on the Internet if not aware of that content. 

· An Australian resident or Australian company may complain to the Australian Broacasting Authority (ABA) about objectionable internet content. If the ABA issues a take down notice to the ISP concerning that content, the ISP must comply with the notice by 6pm the following business day. Substantial fines apply to any failure to comply with the notice. 

9.9
ISP Liability: Under Contract

· An ISP will seek to regulate their liability through contractual agreement with the consumer. 

· For example, the ISP may seek a contractual indemnity from the customer for any loss suffered by the ISP for the customer’s acts.

9.10
Other Informational Wrongs (Negligent Provision of Information)

· Liability for negligent provision of information.

· In two US Cases, Zeran v AOL15 and Doe v AOL,16 the plaintiffs attempted to circumvent the immunity given to ISPs by arguing that the ISP in each case was liable for negligent distribution of (defamatory) information which it was argued was not covered by s 230, as that provision concerned publication not distribution. 

· In both cases the Courts interpreted s 230 as immunising against negligent distribution as to hold otherwise would defeat the very purpose of s 230. In both cases the Court said that suits for negligent distribution were a species of the broader category of suits for publishing and as such should be defeated by the s 230 immunity. 

9.11
ACMA Code on Spam

· On 28 March 2006, the Australian Communications and Media Authority (ACMA) announced that it had registered a code of practice on combating spam. The Internet Industry Spam Code of Practice – A Code for Internet and Email Service Providers (the Code) was developed by the Internet Industry Association and a taskforce of industry participants to establish minimum acceptable practices for Internet and email service providers (ISPs) in relation to dealing with spam. The Code supports the legislative intention of the Spam Act 2003 (Cth), which targeted the activities of e-marketers, by requiring ISPs to take steps to combat spam over their networks. The Code obligations will come into force on 16 July 2006.

· The Code has been registered by ACMA under Part 6 of the Telecommunications Act 1997 (Cth), which provides for the development, registration and enforceability of industry codes such as this Code. 

· From 16 July 2006, all active ISPs providing email services in Australia – currently there are about 690 of these – and global email service providers, such as Hotmail and Yahoo, that provide services in Australia, must comply with the Code. For most ISPs, this will mean reviewing their Acceptable Use Policies (AUPs) and Internet terms, as well as the technical configurations of their networks, to ensure Code compliance. Non-compliance may result in consumer complaints to the Telecommunication Industry Ombudsman (TIO) or a direction or warning from ACMA. 

· While the failure to comply with ACMA directions or warnings in relation to other registered codes may attract fines of up to $250,000, section 137 of the Telecommunications Act 1997 (Cth) limits the civil liability of ISPs for actions performed in connection with the Code (ie dealings with unsolicited commercial electronic messages, including procedures relating to the provision or use of regularly updated software for filtering unsolicited commercial electronic messages). This provision recognises the difficulties faced by ISPs, particularly smaller ISPs, in effectively managing spam over their networks. This limitation provides an assurance that ISPs will not attract civil liability for undertaking responsible spam-filtering activities, thereby providing an incentive for the development and uptake of industry codes such as the present Code.

9.12
Exam Answer Flow on ISP Liability

1. X may be liable as an intermediary for the infringing acts of Y.

a. X will be an attractive target if Y is insolvent or anonymous.

2. Classify the parties

a. Y, the person doing the actual act, is the primary actor.

b. X, the intermediary, is the secondary actor.

3. The primary actor (Y) must have broken the law

a. Can do this either by:

i. Infringing copyright

ii. Infringing trade mark

iii. Defamation

iv. Criminal acts

b. See 9.2
How does ISP Liability Arise? on page 188.

4. The secondary actor (X) must be able to be attributed some blame for Y’s actions

a. For copyright infringement, go to 9.3
ISP Liability: Copyright Infringement on page 188.

i. Moral rights, go to 9.4
ISP Liability: Moral Rights Infringement (Copyright).


b. For trade mark infringement, go to 9.5
ISP Liability: Trade Mark Infringement on page 199.

c. For defamation, go to 9.6
ISP Liability: Defamation on page 200.

d. For crime, go to 9.7
ISP Liability: Crime and Cybercrimes on page 203.

e. For prohibited Internet Content go to 9.8
ISP Liability: Prohibited Internet Content on page 204.

5. Does the intermediary have any defences?

a. For copyright, defences like s 112E, “temporary reproductions” etc.

b. For defamation, consider innocent dissemination.

6. What remedies are available against the intermediary?

a. For copyright, note the “safe harbours” etc.

7. Conclusion

a. Is X liable? If so, to what extent?

9.13
My Assignment on CSP Liability

Introduction

Effective regulation and protection of copyright has proved elusive for the law since the widespread proliferation of the internet. Its ubiquitous nature, sheer number of users, boundless reach and anonymity has meant that pursuing the internet’s end users individually is impracticable or impossible. In response, victims of internet-based copyright infringement are the seeking next best alternative: the users’ gateway to the internet. Important principles of copyright law are about to be tested and possibly extended in the landmark iiNet decision, and Australian copyright law stands at the precipice. This essay will outline and critically evaluate an intermediary’s liability for copyright infringement by third parties, and will make suggestions as to reform.

Carriage Service Providers’ Liability

Copyright affords important, exclusive rights in relation to material such as the right to reproduce the work and to communicate it to the public.  The owner’s rights are infringed whenever, without permission, a person does or authorises anyone to do any act within the owner’s exclusive rights.  This founds both criminal and civil liability.

The meaning of the term ‘carriage service provider’ (“CSP”) is defined in s 87 of the Telecommunications Act 1997 (Cth). This expansive definition provides that if a person offers a service to the general public that facilitates communication, then the person is said to be a CSP. The section is cast widely enough to capture ISPs and telecommunication providers. The Copyright Act 1968 (Cth) incorporates this same definition, thus creating scope for CSP liability for copyright infringement.

A CSP can be directly liable for copyright infringement if it actively takes part in interfering with the copyright owner’s rights itself.  

More often, however, a CSP is merely the data bearer and the end user is the copyright infringer.  In this situation, the CSP may be held secondarily liable under the doctrine of authorisation.  Authorisation will occur where one person, who has some power to prevent it, instead sanctions, approves or countenances the infringement of copyright by another.  A non-exhaustive but mandatory formulation of similar effect has been inserted into the Copyright Act by the Digital Agenda reforms. 

Given that a CSP generally has some degree of control over the data traversing its network, such as by filtering, is a CSP liable by authorisation by not blocking copyright-infringing data? The effect of s 39B and 112E is that, without more, a CSP is not taken to have authorised infringement merely because their facilities were used by a third party to infringe copyright. In fact, s 112E has been held to implement the legislature’s intention to explicitly “protect the messenger.”  

Although judicial guidance on these provisions has been scarce, they were considered in two separate cases instituted by Universal Music against Cooper and Sharman License Holdings respectively. 

In Cooper,  Universal successfully established authorisation infringement through the hosting of a website containing download links to copyright-protected music. The website maintainer, its CSP, and the CSP’s employee were all held liable on the basis that they had the requisite power to prevent infringement, but did not do so pursuant to s 101(1A).  In addition, the court found that s 112E did not offer them any protection as their positive acts had gone beyond mere provision of facilities. 

The Sharman case involved the peer-to-peer file-sharing programme called Kazaa where users of the software could download copyright-protected music from other end-users. Sharman never actually had any infringing files on their own servers. Nevertheless, the court established liability on the basis that they knew illegal file sharing was occurring and had not implemented any measures to stop it.  

The common thread between these cases seems to be that even though the facilities could be used for legitimate purposes, if the CSP has knowledge that they are not, or if there is some technology available to prevent or curb infringement, the CSP will be liable unless such measures are implemented. But how far do they have to go?

The more proactive the CSP in curtailing copyright infringement on its network, the more likely it is to find itself within the “safe harbour” provisions inserted into the Copyright Act by the US Free Trade Agreement Implementation Act.  There are four categories of activity through which a CSP may be afforded protection.  These provisions limit an intermediary’s liability only once some prerequisites are met.  For example, if an end-user of a particular ISP illegally downloads copyright material, but the ISP has a procedure for responding by terminating repeat infringers’ accounts, the only remedy available against the ISP is to order termination of the end-user’s account, or an order to block access to the content. Importantly, no damages can be awarded.  Thus the “safe harbours” are only limitations to, not complete immunity from, liability.

The iiNet case

The latest development in this area is the proceedings recently filed against iiNet Ltd (“iiNet”).  The thirty-four plaintiffs allege that iiNet is liable as an intermediary for authorising the infringement of their copyright in certain films. The applicants had signed up for an account with iiNet, and then used that account to illegally download copyright films. They complained to iiNet with granular information including IP addresses, times, dates, names and hash values of the files.  They were able to ascertain that iiNet never suspended or cancelled the account, nor warned the customer (their trap purchaser).

The applicants allege iiNet ought to be liable on the basis that, inter alia, they: 

a)
had notice of copyright infringement on their network; and

b)
did not adequately respond to the applicants’ notifications of infringement, thus constituting an encouragement to infringe; and

c)
failed to enforce their own terms of service which prohibited copyright infringement.

Liability here may be based on the reasoning in Sharman:  nothing or not enough was done to curtail infringement. An alternative basis could be the same as that in Cooper:  where there is a direct commercial relationship which provides for some power to prevent infringement and that power is not exercised when put on notice, the party may be said to authorise the infringement. It is true that iiNet was benefitting commercially, however the scenario in Cooper was different because the ISP there was actively involved in hosting a single website. Conversely, here we are dealing with mere provision of a service used by many different individuals. 

Assuming iiNet is prima facie liable, does it have some defence? If iiNet can show they merely provided facilities, they may come within s 112E.  However, iiNet may not be able to make out the section because notice coupled with inaction took s 112E  out of the ISP’s reach in Cooper.  Nevertheless, iiNet say they forward all complaints about copyright infringement onto the police.  It has been suggested that it is not enough, as end-user infringement and the CSP’s authorisation of it are entirely separate legal wrongs.  This policy, without more, will not be enough to bring iiNet within the “safe harbour” provisions, as it does not seem to “implement a policy that provides for termination … of accounts of repeat infringers.” 

Critical Evaluation and Recommendations

The very nature of the internet poses a difficult problem for copyright holders. Whereas mass piracy once required duplicating machinery and time, computers and the internet give unlimited potential to duplicate copyright work en masse. 

In cyberspace, copyright holders’ interests are perhaps best served through strategic litigation. After all, it is not good for business to sue one’s own customers. So it is no secret amongst such litigants that defendants like CSPs who are readily identifiable and asset-rich are more attractive. In fact, there is evidence to suggest that pursuing the end-user brings about no change in community attitudes or the take-up rate of copyright-infringing file sharing.  Additionally, it has been said that a copyright owner’s onus of detecting infringement and instituting legal action in cyberspace is too costly.  Indeed, the United States Supreme Court has recognised these problems when it said in the Grokster  case: “[w]hen a widely shared service is used to commit infringement, it may be impossible to enforce rights effectively against all direct infringers, the only practical alternative being to go against the distributor for secondary liability.” 

However, if CSPs are to become the primary targets, this could have the effect of chilling diversity of opportunity and innovation,  and instilling fearful overregulation or pre-emptive disconnection by CSPs.  A finding adverse to iiNet could mean CSPs are placed under a positive duty to terminate or suspend accounts upon accusation,  or may start spending money on internal investigations into copyright complaints, the cost of which would be passed onto consumers. Crucially, if the courts decide that an ISP should be policing copyright infringement, the ISP will effectively become “police, judge, jury and executioner,” without due process of law.  Indeed, such an adverse finding counters what appears to be clear legislative intent to move blame away from mere conduits and onto those who actually determine the content. 

Mann and Belzley argue that the CSP is the appropriate entity upon which to place blame, as they are the “least cost avoider.”  This purely economic analysis overlooks the fundamental concept of authorisation liability, which focuses on whether there is some culpability arising from a positive countenance.  After all, what rational basis could there be for forcing CSPs to bear the cost of litigation against end-users whom the copyright holders themselves are not prepared to sue? 

Recommendations for Reform

Litigation is not the only answer to enforcement of copyright. One suggestion for reform is that of an alternative compensation scheme.  Essentially, Fisher proposes a governmentally administered reward system where copyright holders are paid a calculated sum when they release their work into the public, and each internet user pays a small tax in return for free, legal access to copyright content online.  The proposal would require legislative implementation to overhaul the Copyright Act.  He argues that the initial trepidation regarding further taxation would be overborne by the realisation of legal access to digital content, and that the system would increase demand for broadband connections. 

Priest suggests a blanket licensing system implemented at the CSP level.  This would give the CSP liberty to obtain licence from specific copyright holders, which would in turn drive competition, perhaps even to the extent of offsetting the expected increase in access fees under such a scheme. Most major ISPs in Australia already have licence agreements with copyright holders in order to offer content to their subscribers, allowing for easy implementation of such a system.

Both these systems make any need for Digital Rights Management redundant. Avoidance of this private ordering is desirable as it prevents the licensor from embedding their values into the content itself.

Priest discusses two other models: the subscription model and the advertising-supported model.  However, these models have been criticised as unappealing, unsustainable  and easily defeated. 

If the current retail model is to stay, the legislature might look at implementing a scheme similar to that proposed in the United Kingdom. It involves a graduated, three step notice system, the final step being termination of the user’s account.  However, this has been criticised as not taking account of the fact that internet accounts are often shared amongst users in the same household, and being inconsistent with Government’s ambitions for widespread internet access. 

Conclusion

Fitzgerald and Fitzgerald argue that CSPs are “crucial nodes of power” with the ability to “influence conduct and enforce cultural norms or laws.”  This is undoubtedly correct, however they are not the only entities with such an ability to influence conduct; legislative reform and clear guidance from the courts also play a vital role.

The correct balance between protection of copyright and fairness to intermediaries may be struck by implementing a reformed model that spreads the cost of copyright licensing over the widest audience. 

The liability of intermediaries has been described as an evolving area of law.  Indeed, the iiNet case will test the boundaries of Australian copyright law, and will be instrumental in deciding the role of CSPs in the realm of content regulation and copyright enforcement for the foreseeable future.

10.0
CYBERCRIME

[11.05] The internet has created unparalleled problems in the war against crime. It encapsulates numerous features that provide a haven for criminal activity, including unregulated establishment and access to internet websites and email, anonymity and a lack of security.

10.1
What is Computer Crime?

· The revolution in information technologies has changed society fundamentally and will probably continue to do so in the foreseeable future. Many tasks have become easier to handle. 

· Where originally only some specific sectors of society had rationalised their working procedures with the help of information technology, now hardly any sector of society has remained unaffected.

· Information technology has in one way or the other pervaded almost every aspect of human activities. 

· A conspicuous feature of information technology is the impact it has had and will have on the evolution of telecommunications technology.

· Classical telephony, involving the transmission of human voice, has been overtaken by the exchange of vast amounts of data, comprising voice, text, music and static and moving pictures.

· This exchange no longer occurs only between human beings, but also between human beings and computers, and between computers themselves.

· These developments have given rise to an unprecedented economic and social changes, but they also have a dark side: the emergence of new types of crime as well as the commission of traditional crimes by means of new technologies.

· Moreover, the consequences of criminal behaviour can be more far-reaching than before because they are not restricted by geographical limitations or national boundaries. 

· The new technologies challenge existing legal concepts. Information and communications flow more easily around the world. 

· Borders are no longer boundaries to this flow.

· Criminals are increasingly located in places other than where their acts produce their effects.

· However, domestic laws are generally confined to a specific territory. 

· There is no internationally recognised definition of the term ‘Computer crime’.

· Computer crime can involve criminal activities that are traditional in nature, such as theft, fraud, forgery and mischief, all of which are generally subject everywhere to criminal sanctions.

· The computer has also created a host of potentially new misuses or abuses that may be criminal as well. 

· Crimes (not exhaustive)

· dissemination of offensive materials: pornography/child pornography; on-line

· gaming/betting; racist content; treasonous, defamatory or sacrilegious content.

· forgery/counterfeiting: ID theft; IP offences; software, CD, DVD piracy;

· copyright infringement, file sharing etc;

· fraud: payment card fraud and e-funds transfer fraud; theft of Internet services

· consumer fraud; 

· direct sales (e.g. virtual ‘snake oils’); on-line securities fraud;

· communications in furtherance of criminal conspiracies; 

· electronic money laundering; and

· other conduct that is criminal - new ones every month.

· Generally ‘Computer Crime’ falls into one of two classes:

· Crimes against ICT infrastructure – networks, internet, telecommunications – e.g, DOS attacks

· Crimes committed with the aid of ICT technology or using ICT technology – fraud, internet ponzi scams etc

10.2
Definition of Hacker

· Includes:

· Interference with lawful use of a computer: cyber-vandalism and terrorism;

· denial of service; insertion of viruses, worms and other malicious code.

· threatening communications: extortion; cyber-stalking;

· Illegal interception of communications;

· commercial/corporate espionage;

· social engineering.

· Definition

· The term 'hacker' has multiple meanings and variously describes a person who explores programmable systems, who is obsessive about programming, who is able to program quickly, or is an expert in a particular program. More generally, it refers to an expert enthusiast, one who enjoys creatively overcoming limitations, or a malicious meddler seeking confidential information (Reymond 1996 - Reymond E 1996. The new hacker's dictionary (third edition). Cambridge MA: MIT Press)

· Levy (1984) described three generations of hackers, beginning with the programming pioneers of the 1950s and 1960s, followed by those who developed the earliest PCs and then those programmers who developed computer games. Taylor (2000) added a fourth generation - those who illicitly access other people's computers. This is now the common meaning given to computer hacking (PJC 2004). 

· Levy S 1984. Hackers: heroes of the computer revolution. New York: Bantam Doubleday Bell 

· Taylor P 2000. Hackers - cyberpunks or microserfs? In D Thomas & B Loader. Cybercrime: 36-55. London: Routledge 

· Parliamentary Joint Committee on the Australian Crime Commission (PJC) 2004. Cybercrime. Canberra: Parliament of the Commonwealth of Australia 

· Perhaps in view of the ambiguity attached to the term hacking, it is not used in computer offence provisions (however, the heading of the Queensland provision does refer to computer hacking and misuse). Relevant offences do not rely on or define the term hacking. In each jurisdiction except Tasmania anti-hacking laws criminalise hacker behaviour by reference to the intention (or recklessness) of the hacker, or instances where restrictions on data access are breached by a hacker.

10.3
Model Laws

· European Convention on Cybercrime 2004 (CETS No 185)

· The European Committee on Crime Problems (CDPC) decided in November 1996 to set up a committee of experts to deal with cyber-crime. 

· The finalised draft Convention and its Explanatory Memorandum were submitted for approval to the CDPC at its 50th plenary session in June 2001. 

· The Convention is the first international treaty on crimes committed via the Internet and other computer networks, dealing particularly with infringements of copyright, computer-related fraud, child pornography and violations of network security. It also contains a series of powers and procedures such as the search of computer networks and interception.

· Its main objective, set out in the preamble, is to pursue a common criminal policy aimed at the protection of society against cybercrime, especially by adopting appropriate legislation and fostering international co-operation.

· The Convention is the product of four years of work by Council of Europe experts, but also by the United States, Canada, Japan and other countries which are not members of the Organisation. It has been supplemented by an Additional Protocol making any publication of racist and xenophobic propaganda via computer networks a criminal offence.

· Article 1(a) – Computer System

· A computer system under the Convention is a device consisting of hardware and software developed for automatic processing of digital data. It may include input, output, and storage facilities. It may stand alone or be connected in a network with other similar devices 

· (see http://conventions.coe.int/Treaty/en/Reports/Html/185.htm )

· Article 1(a) – Network

· A network is an interconnection between two or more computer systems. The connections may be earthbound (e.g., wire or cable), wireless (e.g., radio, infrared, or satellite), or both. A network may be geographically limited to a small area (local area networks) or may span a large area (wide area networks), and such networks may themselves be interconnected. (see http://conventions.coe.int/Treaty/en/Reports/Html/185.htm )

· Article 1(a) – Internet

· The Internet is a global network consisting of many interconnected networks, all using the same protocols. Other types of networks exist, whether or not connected to the Internet, able to communicate computer data among computer systems. Computer systems may be connected to the network as endpoints or as a means to assist in communication on the network. What is essential is that data is exchanged over the network. (see http://conventions.coe.int/Treaty/en/Reports/Html/185.htm )

· Article 1(b) – Computer Data

· The definition of computer data builds upon the ISO-definition of data. This definition contains the terms "suitable for processing". This means that data is put in such a form that it can be directly processed by the computer system. In order to make clear that data in this Convention has to be understood as data in electronic or other directly processable form, the notion " computer data" is introduced. 

· (see http://conventions.coe.int/Treaty/en/Reports/Html/185.htm )

· Article 1(c) – Service Provider

· The term "service provider" encompasses a broad category of persons that play a particular role with regard to communication or processing of data on computer systems (cf. also comments on Section 2). Under (i) of the definition, it is made clear that both public and private entities which provide users the ability to communicate with one another are covered.

· (see http://conventions.coe.int/Treaty/en/Reports/Html/185.htm )

· Chapter II – Measures to be taken at the national level 

· Chapter II (Articles 2 – 22) contains three sections:

· substantive criminal law (Articles 2 – 13);

· procedural law (Articles 14 – 21); and

· jurisdiction (Article 22). 

10.4
Offences Under Criminal Code (Cth) (by Cybercrime Act 2001 (Cth))

· January 2001 - “Model Criminal Code Damages and Computer Offences Report”

· Then Minister for Justice & Customs, Senator Chris Ellison, released a Model Criminal Code Report in 2001 featuring new offences and penalties to help authorities deter and punish computer crime. 

· The proposed offences were consistent with and based upon the 25th draft of the European Convention.

· Note that the final draft of the European Convention was the 28th - Cybercrime Bill 2001

· Cybercrime Act 2001 (Cth)

· Cybercrime Act 2001 (Cth) (the Act)

· The Act added a new part 10.7 to the Criminal Code Act 1995  (Cth). The part contains computer offences designed to address forms of cybercrime, which impair the security, integrity, and reliability of computer data and electronic communications.

10.4.0
Definitions

Division 476—Preliminary 
476.1  Definitions 
 (1) In this Part: 
access to data held in a computer means: 
 (a) the display of the data by the computer or any other output of the data from the computer; or 
 (b) the copying or moving of the data to any other place in the computer or to a data storage device; or 
 (c) in the case of a program—the execution of the program. 
Commonwealth computer means a computer owned, leased or operated by a Commonwealth entity. 
electronic communication means a communication of information in any form by means of guided or unguided electromagnetic energy. 
impairment of electronic communication to or from a computer 
includes: 
 (a) the prevention of any such communication; or 
 (b) the impairment of any such communication on an electronic link or network used by the computer; 
but does not include a mere interception of any such communication. 

modification, in respect of data held in a computer, means: 
 (a) the alteration or removal of the data; or 
 (b) an addition to the data. 
(2) In this Part, a reference to: 
 (a) access to data held in a computer; or 
 (b) modification of data held in a computer; or

(c) the impairment of electronic communication to or from a computer; 
is limited to such access, modification or impairment caused, whether directly or indirectly, by the execution of a function of a computer. 

476.2  Meaning of unauthorised access, modification or impairment 
 (1) In this Part: 
 (a) access to data held in a computer; or 
 (b) modification of data held in a computer; or 
 (c) the impairment of electronic communication to or from a computer; or 
 (d) the impairment of the reliability, security or operation of any data held on a computer disk, credit card or other device used to store data by electronic means; 

by a person is unauthorised if the person is not entitled to cause that access, modification or impairment. 
 (2) Any such access, modification or impairment caused by the person is not unauthorised merely because he or she has an ulterior purpose for causing it. 
 (3) For the purposes of an offence under this Part, a person causes any such unauthorised access, modification or impairment if the person’s conduct substantially contributes to it. 
 (4) For the purposes of subsection (1), if: 
 (a) a person causes any access, modification or impairment of a kind mentioned in that subsection; and 
 (b) the person does so: 
 (i) under a warrant issued under the law of the Commonwealth, a State or a Territory; or 
 (ii) under an emergency authorisation given to the person under Part 3 of the Surveillance Devices Act 2004 or 
under a law of a State or Territory that makes provision to similar effect; or 
 (iii) under a tracking device authorisation given to the person under section 39 of that Act; 
the person is entitled to cause that access, modification or impairment.
10.4.1
Serious Offence 1:
Unauthorised access, modification or impairment with intent (s 477.1)
Division 477—Serious computer offences 
477.1  Unauthorised access, modification or impairment with intent to commit a serious offence 
Intention to commit a serious Commonwealth, State or Territory offence 
 (1) A person is guilty of an offence if: 
 (a) the person causes: 
 (i) any unauthorised access to data held in a computer; or 
 (ii) any unauthorised modification of data held in a computer; or 
 (iii) any unauthorised impairment of electronic communication to or from a computer; and 
 (b) the unauthorised access, modification or impairment is caused by means of a carriage service; and 
 (c) the person knows the access, modification or impairment is unauthorised; and 
 (d) the person intends to commit, or facilitate the commission of, a serious offence against a law of the Commonwealth, a State or a Territory (whether by that person or another person) by the access, modification or impairment. 
This offence is designed to cover the unauthorised use of computer technology to commit serious crimes such as fraud or stalking etc. The offence is particularly targeted at situations where preparatory action is taken by a person but the intended offence is not completed. 

For example, where a Centrelink employee alters social security data to fraudulently obtain payments to which they are not entitled etc. The offence will be committed even where the employee’s actions are discovered before any payment is actually made.

This offence is contained in s 477.1 of the Criminal Code Act 1995 (Cth).

Offence against the Commonwealth, or a State/Territory (Carriage Service requirement)

To be guilty of this offence, the prosecution must show:


1. The offence must be committed by means of a carriage service (s 477.1(1)(b)).

a. This requirement is to attract the Commonwealth’s “telephonic, telegraphic and other like services” power under s 51(5) Constitution.

b. A carriage service is a service for carrying communications by means of guided and/or unguided electromagnetic energy (s 7 Telecommunications Act).

i. Guided = down a copper, fibre optic etc wire

ii. Unguided = radio, wireless etc

c. The wire/wireless needs to go outside the building to attract the definition. If it is entirely an internal thing, then it won’t come within this provision. If it is done wirelessly, then it probably will because the signal would go outside the building. 

2. The defendant must have caused the unauthorised access, modification or impairment (s 477.1(1)(a))

a. It must be the defendant’s fault etc, in the sense that they caused it to happen, they brought about the circumstances that led to the offence.

b. It is sufficient for this element if the person’s conduct substantially contributes to any access/modification/impairment (s 476.2(3)).

3. The defendant must have done it knowingly and intentionally (s 477.1(1)(c) + (d))

a. The defendant must know the acts done were unauthorised (c); and

b. The defendant must have intended to commit, or facilitate the commission of, a serious offence (d)

i. A serious offence is any offence for which the punishment is 5 years imprisonment or more (s 477.1(9))

c. The prosecution need not prove that the defendant knew the offence was either serious, or an offence at all (s 477.1(3)).

d. It is irrelevant whether or not the serious offence intended was impossible (s 477.1(7))

4. The defendant must have accessed/modified data held in a computer or impaired electronic communication from a computer (s 477.1(1)(a)(i)-(iii))

a. Computer – no definition – Explanatory Memorandum

i. “Computer” is not defined.  However, the term “computer” … extends beyond the familiar concept of a desktop personal computer.  The term is not defined to ensure the proposed computer offences will encompass new developments in technology. As discussed in the Model Criminal Code Report on computer offences … a restrictive definition of what is and what is not a ‘computer’ could unduly limit the application of the proposed offences.  

ii. Definitions may be overtaken by developments in technology, so that new technologies which perform all the functions of a computer may fall outside the scope of any statutory definition”.

iii. but c.f. the European convention definition : Article 1(a)

1. “A computer system under the Convention is a device consisting of hardware and software developed for automatic processing of digital data. It may include input, output, and storage facilities. It may stand alone or be connected in a network with other similar devices” 

b. data stored in a computer includes data held in any removable data storage device for the time being held in a computer or on a computer network of which the computer forms a part (s 476.1(1))

c. data includes information, a computer program or part of a program

d. access to data held in a computer refers to the display of the data by the computer, the copying or moving of the data or the execution of  a program; 

e. electronic communication means a communication of information in any form by means of guided or unguided electromagnetic energy': s 476.1(1). 

f. impairment of electronic  communication to or from a computer includes prevention of a communication or its impairment on an electronic link or network used by the computer but does not include a mere interception: s 476.1(1).

5. The defendant doing it must have been unauthorised
a. A person is not authorised if they are not entitled to cause access, modification or impairment (s 476.2(1))

b. Access/modification/impairment is not unauthorised merely because the person has an ulterior purpose for causing it (s 476.2(2))

i. This means that if a Commonwealth employee is actually granted access to some information so he can perform his duties, but instead accesses that data for the purpose of defrauding the Commonwealth, the access does not become unauthorised!

ii. However, if a person is entitled to make particular modifications to data, but instead modifies the data in an unauthorised manner, that modification would be unauthorised.

c. If person acting under warrant, then access not unauthorised (s 476.2(4)).

6. If these elements can be made out, the penalty is the penalty for the serious offence intended to be committed (s 477.1(6)).

a. NOTE: There is no “attempt” offence this offence (s 477.1(8)).

7. Check any defences

Offence against the Commonwealth (no Carriage Service requirement)
To be guilty of this offence, the prosecution must show:

1. There is no requirement of a “carriage service” for the offence in s 477.1(4).

a. i.e. can be a Federal computer system etc, and can be wholly internal (no need for it to happen outside the building)

2. The defendant must have caused the unauthorised access, modification or impairment (s 477.1(4)(a))

a. It must be the defendant’s fault etc, in the sense that they caused it to happen, they brought about the circumstances that led to the offence.

b. It is sufficient for this element if the person’s conduct substantially contributes to any access/modification/impairment (s 476.2(3)).

3. The defendant must have done it knowingly and intentionally (s 477.1(4)(b) + (c))

a. The defendant must know the acts done were unauthorised (b); and

b. The defendant must have intended to commit, or facilitate the commission of, a serious offence (c)

i. A serious offence is any offence for which the punishment is 5 years imprisonment or more (s 477.1(9))

c. The prosecution need not prove that the defendant knew the offence was either serious, or an offence at all (s 477.1(3)).

d. It is irrelevant whether or not the serious offence intended was impossible (s 477.1(7))

4. The defendant must have accessed/modified data held in a computer or impaired electronic communication from a computer (s 477.1(4)(a)(i)-(iii))

a. Computer – no definition – Explanatory Memorandum

i. “Computer” is not defined.  However, the term “computer” … extends beyond the familiar concept of a desktop personal computer.  The term is not defined to ensure the proposed computer offences will encompass new developments in technology. As discussed in the Model Criminal Code Report on computer offences … a restrictive definition of what is and what is not a ‘computer’ could unduly limit the application of the proposed offences.  

ii. Definitions may be overtaken by developments in technology, so that new technologies which perform all the functions of a computer may fall outside the scope of any statutory definition”.

iii. but c.f. the European convention definition : Article 1(a)

1. “A computer system under the Convention is a device consisting of hardware and software developed for automatic processing of digital data. It may include input, output, and storage facilities. It may stand alone or be connected in a network with other similar devices” 

b. data stored in a computer includes data held in any removable data storage device for the time being held in a computer or on a computer network of which the computer forms a part (s 476.1(1))

c. data includes information, a computer program or part of a program
d. access to data held in a computer refers to the display of the data by the computer, the copying or moving of the data or the execution of  a program; 

e. electronic communication means a communication of information in any form by means of guided or unguided electromagnetic energy': s 476.1(1). 

f. impairment of electronic  communication to or from a computer includes prevention of a communication or its impairment on an electronic link or network used by the computer but does not include a mere interception: s 476.1(1).

5. The defendant doing it must have been unauthorised
a. A person is not authorised if they are not entitled to cause access, modification or impairment (s 476.2(1))

b. Access/modification/impairment is not unauthorised merely because the person has an ulterior purpose for causing it (s 476.2(2))

i. This means that if a Commonwealth employee is actually granted access to some information so he can perform his duties, but instead accesses that data for the purpose of defrauding the Commonwealth, the access does not become unauthorised!

ii. However, if a person is entitled to make particular modifications to data, but instead modifies the data in an unauthorised manner, that modification would be unauthorised.

c. If person acting under warrant, then access not unauthorised (s 476.2(4)).

6. If these elements can be made out, the penalty is the penalty for the serious offence intended to be committed (s 477.1(6)).

a. NOTE: There is no “attempt” offence this offence (s 477.1(8)).

7. Check any defences

10.4.2
Serious Offence 2:
Unauthorised modification of data (s 477.2)
Division 477—Serious computer offences 
477.2  Unauthorised modification of data to cause impairment 
 (1) A person is guilty of an offence if: 
 (a) the person causes any unauthorised modification of data held in a computer; and 
 (b) the person knows the modification is unauthorised; and

 (c) the person is reckless as to whether the modification impairs or will impair: 
 (i) access to that or any other data held in any computer; or 
 (ii) the reliability, security or operation, of any such data; and 
 (d) one or more of the following applies: 
 (i) the data that is modified is held in a Commonwealth computer; 
 (ii) the data that is modified is held on behalf of the Commonwealth in a computer; 
 (iii) the modification of the data is caused by means of a carriage service; 
 (iv) the modification of the data is caused by means of a Commonwealth computer; 
 (v) the modification of the data impairs access to, or the reliability, security or operation of, other data held in a 
Commonwealth computer; 
 (vi) the modification of the data impairs access to, or the reliability, security or operation of, other data held on 
behalf of the Commonwealth in a computer; 
 (vii) the modification of the data impairs access to, or the reliability, security or operation of, other data by means 
of a carriage service. 
Penalty: 10 years imprisonment. 
The offence covers a range of situations including:

(i) a person with limited authorisation impairing data by engaging in an unauthorised operation on a Commonwealth computer; 

(ii) a hacker who obtains unauthorised access over the Internet and modifies data and causes impairment; and 

(iii) a person who circulates a disk containing a computer virus which infects a Commonwealth computer.  

The offence would not require that the impairment of data actually occur.

This offence is contained in s 477.2 of the Criminal Code Act 1995 (Cth).

To be guilty of this offence, the prosecution must show:


1. The defendant must have caused the unauthorised modification of data (s 477.2(1)(a))

a. It must be the defendant’s fault etc, in the sense that they caused it to happen, they brought about the circumstances that led to the offence.

b. It is sufficient for this element if the person’s conduct substantially contributes to any access/modification/impairment (s 476.2(3)).

2. The defendant must knowingly modify data without authorisation (s 477.2(1)(b))

3. The defendant must be reckless as to whether the modification impairs or will impair (s 477.2(1)(c))

a. Impairment must relate to 

i. access to that or any other data held in any computer (s 477.2(c)(i)); or

ii. the reliability, security or operation of any such data (s 477.2(c)(ii)).

b. NOTE: even if there is no actual impairment to access, reliability, security or operation of data, the defendant can still be found guilty (s 477.2(3)(a) + (b)).

4. The defendant must modify data held in a computer without authorisation (s 477.2(1)(a))

a. Access to data held in a computer means: (s 476.1(1))

(a) the display of the data by the computer or any other output of the data from the computer; or 

(b) the copying or moving of the data to any other place in the computer or to a data storage device; or 

(c) in the case of a program—the execution of the program. 

b. Some data must be modified.

c. A person is not authorised if they are not entitled to cause access, modification or impairment (s 476.2(1))

d. Modification is not unauthorised merely because the person has an ulterior purpose for causing it (s 476.2(2))

i. This means that if a Commonwealth employee is actually granted access to some information so he can perform his duties, but instead accesses that data for the purpose of defrauding the Commonwealth, the access does not become unauthorised!

ii. However, if a person is entitled to make particular modifications to data, but instead modifies the data in an unauthorised manner, that modification would be unauthorised.

5. Finally, one of the following scenarios must exist: (s 477.2(d)(?))

a. (i) the data that is modified is held in a Commonwealth computer; 

i. Commonwealth computer means a computer owned, leased or operated by a Commonwealth entity (s 476.1(1))

b. (ii) the data that is modified is held on behalf of the Commonwealth in a computer; 

c. (iii) the modification of the data is caused by means of a carriage service; 

i. This requirement is to attract the Commonwealth’s “telephonic, telegraphic and other like services” power under s 51(5) Constitution.

ii. A carriage service is a service for carrying communications by means of guided and/or unguided electromagnetic energy (s 7 Telecommunications Act).

1. Guided = down a copper, fibre optic etc wire

2. Unguided = radio, wireless etc

iii. The wire/wireless needs to go outside the building to attract the definition. If it is entirely an internal thing, then it won’t come within this provision. If it is done wirelessly, then it probably will because the signal would go outside the building. 

d. (iv) the modification of the data is caused by means of a Commonwealth computer; 

i. Commonwealth computer means a computer owned, leased or operated by a Commonwealth entity (s 476.1(1))

e. (v) the modification of the data impairs access to, or the reliability, security or operation of, other data held in a Commonwealth computer; 

f. (vi) the modification of the data impairs access to, or the reliability, security or operation of, other data held on behalf of the Commonwealth in a computer; 

g. (vii) the modification of the data impairs access to, or the reliability, security or operation of, other data by means of a carriage service. 

6. If these elements can be made out, the defendant is liable to 10 years imprisonment (s 477.2(1)).

7. Check any defences

a. NOTE: there is no mistake of fact defence available because absolute liability applies to the scenarios listed in s 477.2(1)(d) (s 477.2(2)).

8. If cannot make out, check if can make out lesser offence: 10.4.5
Less Serious Offence 2:
Unauthorised impairment of data held on disk on page 223.
10.4.3
Serious Offence 3:
Unauthorised impairment of electronic communication (s 477.3)
Division 477—Serious computer offences 

477.3  Unauthorised impairment of electronic communication 
 (1) A person is guilty of an offence if: 
 (a) the person causes any unauthorised impairment of electronic communication to or from a computer; and 
 (b) the person knows that the impairment is unauthorised; and 
 (c) one or both of the following applies: 
 (i) the electronic communication is sent to or from the computer by means of a carriage service; 
 (ii) the electronic communication is sent to or from a Commonwealth computer. 
Penalty: 10 years imprisonment. 
 (2) Absolute liability applies to paragraph (1)(c). 
 (3) A conviction for an offence against this section is an alternative 
verdict to a charge for an offence against section 477.2 
(unauthorised modification of data to cause impairment).
This offence is designed to target tactics such as ‘denial of service attacks’, where an e-mail address or web site is inundated with a large volume of unwanted messages thus overloading the computer system and disrupting, impeding or preventing its functioning.  The proposed offence would extend to situations where a person impairs a computer ‘server’, ‘router’ or other computerised component of the telecommunications system that relays or directs the passage of electronic communications from one computer to another. 

The offence only applies to unauthorised impairment.  Consequently, the offence would not apply, for example, to a refusal by an Internet Service Provider (ISP) to carry certain types of electronic communications traffic on its network if such a refusal is pursuant to a contractual arrangement or an agreement between the ISP and users of the service.  Furthermore, this offence, like the other offences, applies only to acts and not to omissions.  

This offence is contained in s 477.3 of the Criminal Code Act 1995 (Cth).

To be guilty of this offence, the prosecution must show:


1. The defendant must knowingly cause impairment (s 477.3(1)(b))

a. It must be the defendant’s fault etc, in the sense that they caused it to happen, they brought about the circumstances that led to the offence.

b. It is sufficient for this element if the person’s conduct substantially contributes to any access/modification/impairment (s 476.2(3)).

2. The defendant must cause unauthorised impairment of electronic communication to or from a computer (s 477.3(1)(a))

a. Computer – no definition – Explanatory Memorandum

i. “Computer” is not defined.  However, the term “computer” … extends beyond the familiar concept of a desktop personal computer.  The term is not defined to ensure the proposed computer offences will encompass new developments in technology. As discussed in the Model Criminal Code Report on computer offences … a restrictive definition of what is and what is not a ‘computer’ could unduly limit the application of the proposed offences.  

ii. Definitions may be overtaken by developments in technology, so that new technologies which perform all the functions of a computer may fall outside the scope of any statutory definition”.

iii. but c.f. the European convention definition : Article 1(a)

1. “A computer system under the Convention is a device consisting of hardware and software developed for automatic processing of digital data. It may include input, output, and storage facilities. It may stand alone or be connected in a network with other similar devices” 

b. Impairment of electronic communication to or from a computer includes prevention of a communication or its impairment on an electronic link or network used by the computer but does not include a mere interception: s 476.1(1).

c. Impairment must be unauthorised

d. Impairment is not unauthorised merely because the person has an ulterior purpose for causing it (s 476.2(2))

i. This means that if a Commonwealth employee is actually granted access to some information so he can perform his duties, but instead accesses that data for the purpose of defrauding the Commonwealth, the access does not become unauthorised!

ii. However, if a person is entitled to make particular modifications to data, but instead modifies the data in an unauthorised manner, that modification would be unauthorised.

3. The impairment must be done by means of a carriage service OR the electronic communication is sent to or from a Commonwealth computer (s 477.3(1)(c)(i) + (ii))

a. A carriage service is a service for carrying communications by means of guided and/or unguided electromagnetic energy (s 7 Telecommunications Act).

i. Guided = down a copper, fibre optic etc wire

ii. Unguided = radio, wireless etc

b. The wire/wireless needs to go outside the building to attract the definition. If it is entirely an internal thing, then it won’t come within this provision. If it is done wirelessly, then it probably will because the signal would go outside the building. 

c. ‘Commonwealth Computer’ means a computer owned, leased or operated by a Commonwealth entity (s 476.1(1))

4. If these elements can be made out, the defendant is liable to imprisonment for 10 years (s 477.3(1)).

5. Check any defences

a. NOTE: there is no mistake of fact defence available because absolute liability applies to the scenarios listed in s 477.3(1)(c) (s 477.3(2)).

10.4.4
Less Serious Offence 1:
Unauthorised access to, or modification of, restricted data (s 478.1)
Division 478—Other computer offences 
478.1  Unauthorised access to, or modification of, restricted data 
 (1) A person is guilty of an offence if: 
 (a) the person causes any unauthorised access to, or modification of, restricted data; and 
 (b) the person intends to cause the access or modification; and 
 (c) the person knows that the access or modification is unauthorised; and 
 (d) one or more of the following applies: 
 (i) the restricted data is held in a Commonwealth computer; 
 (ii) the restricted data is held on behalf of the Commonwealth; 
 (iii) the access to, or modification of, the restricted data is caused by means of a carriage service. 
Penalty: 2 years imprisonment. 
 (2) Absolute liability applies to paragraph (1)(d). 
 (3) In this section: 
restricted data means data: 
 (a) held in a computer; and 
 (b) to which access is restricted by an access control system associated with a function of the computer. 
This offence applies to a person who hacks into a computer system protected by a password or other similar security measure in order to access personal or commercial information or alter that information.  The offence also covers an employee who breaks a password on his or her employer’s computer system in order to access the Internet or to access protected information.  However, the offence does not apply to an employee who has access to the Internet at work and uses that access to place bets on horse races in defiance of his or her employer’s ban on using the Internet for purposes that are not work-related.

This offence is contained in s 478.1 of the Criminal Code Act 1995 (Cth).

To be guilty of this offence, the prosecution must show:

1. The defendant must proceed knowingly and intentionally (s 478.1(1)(b) + (c))

a. It must be the defendant’s fault etc, in the sense that they caused it to happen, they brought about the circumstances that led to the offence.

2. The defendant must cause unauthorised access to or modification of restricted data (s 478.1(1)(b))

a. It is sufficient for this element if the person’s conduct substantially contributes to any access/modification/impairment (s 476.2(3)).

b. Modification is not unauthorised merely because the person has an ulterior purpose for causing it (s 476.2(2))

i. This means that if a Commonwealth employee is actually granted access to some information so he can perform his duties, but instead accesses that data for the purpose of defrauding the Commonwealth, the access does not become unauthorised!

ii. However, if a person is entitled to make particular modifications to data, but instead modifies the data in an unauthorised manner, that modification would be unauthorised.

c. “Restricted data” is data that is held in a computer, to which access is restricted by an access control system associated with a function of the computer (s 478.1(3)(a) + (b))

i. Access control system = password, fingerprint scanner etc etc

3. The data modified must be held in a Commonwealth computer OR on behalf of the Commonwealth OR it must be modified by means of a carriage service (s 478.1(1)(d))

a. A carriage service is a service for carrying communications by means of guided and/or unguided electromagnetic energy (s 7 Telecommunications Act).

i. Guided = down a copper, fibre optic etc wire

ii. Unguided = radio, wireless etc

b. The wire/wireless needs to go outside the building to attract the definition. If it is entirely an internal thing, then it won’t come within this provision. If it is done wirelessly, then it probably will because the signal would go outside the building. 

c. ‘Commonwealth Computer’ means a computer owned, leased or operated by a Commonwealth entity (s 476.1(1))

4. If these elements can be made out, the defendant is liable to imprisonment for 2 years (s 478.1(1)).

5. Check defences

a. NOTE: there is no mistake of fact defence available because absolute liability applies to the scenarios listed in s 478.1(1)(d) (s 478.1(2)).

10.4.5
Less Serious Offence 2:
Unauthorised impairment of data held on disk (s 478.2)
Division 478—Other computer offences 
478.2  Unauthorised impairment of data held on a computer disk etc. 
 (1) A person is guilty of an offence if: 
 (a) the person causes any unauthorised impairment of the reliability, security or operation of data held on: 
 (i) a computer disk; or 
 (ii) a credit card; or 
 (iii) another device used to store data by electronic means; and 
 (b) the person intends to cause the impairment; and 
 (c) the person knows that the impairment is unauthorised; and
(d) the computer disk, credit card or other device is owned or leased by a Commonwealth entity. 
Penalty: 2 years imprisonment. 
 (2) Absolute liability applies to paragraph (1)(d). 
This offence is a counterpart to the more serious offence of unauthorised modification of data to cause impairment in section 477.2 (on page 218).  However, there are a number of important differences between the two offences.  First, this lesser offence applies to data stored electronically on disks, credit cards, tokens or tickets, while section 477.2 offence applies to ‘data held in a computer’.  Second, the section 477.2 offence requires that modification of data be caused by the execution of a computer function, whereas this offence is designed to cover impairment of data caused by other means such as passing a magnet over a credit card. 

This offence is contained in s 478.2 of the Criminal Code Act 1995 (Cth).

To be guilty of this offence, the prosecution must show:

1. The defendant must proceed knowingly and intentionally (s 478.2(1)(b) + (c))

a. It must be the defendant’s fault etc, in the sense that they caused it to happen, they brought about the circumstances that led to the offence.

2. The defendant must cause unauthorised impairment of the reliability, security or operation of data (s 478.2(1)(a))

a. i.e. by passing a magnet over a credit card

b. Impairment is not unauthorised merely because the person has an ulterior purpose for causing it (s 476.2(2))

i. This means that if a Commonwealth employee is actually granted access to some information so he can perform his duties, but instead accesses that data for the purpose of defrauding the Commonwealth, the access does not become unauthorised!

ii. However, if a person is entitled to make particular modifications to data, but instead modifies the data in an unauthorised manner, that modification would be unauthorised.

3. The data must be held on a computer disk, a credit card, or another device used to store data by electronic means (s 478.2(1)(i)-(iii)).

4. The computer disk, credit card, or other device must be owned or leased by a Commonwealth entity (s 478.2(1)(d)).

5. If these elements can be made out, the defendant is liable to imprisonment for 2 years (s 478.2(1)).

6. Check defences

a. NOTE: there is no mistake of fact defence available because absolute liability applies to the scenarios listed in s 478.2(1)(d) (s 478.2(2)).

10.4.6
Less Serious Offence 3:
Possession/control of data with intent to commit offence (s 478.3)
Division 478—Other computer offences 
478.3  Possession or control of data with intent to commit a computer offence 
 (1) A person is guilty of an offence if: 
 (a) the person has possession or control of data; and 
 (b) the person has that possession or control with the intention that the data be used, by the person or another person, in: 
 (i) committing an offence against Division 477; or 
 (ii) facilitating the commission of such an offence. 
Penalty: 3 years imprisonment. 
 (2) A person may be found guilty of an offence against this section even if committing the offence against Division 477 is impossible. 
No offence of attempt 
 (3) It is not an offence to attempt to commit an offence against this section. 
Meaning of possession or control of data 
 (4) In this section, a reference to a person having possession or control of data includes a reference to the person: 
 (a) having possession of a computer or data storage device that holds or contains the data; or 
 (b) having possession of a document in which the data is recorded; or 
 (c) having control of data held in a computer that is in the possession of another person (whether inside or outside 
Australia).
Section 478.3 makes it an offence for a person to possess or control data with the intention of committing or facilitating the commission of an offence against section 477.1, 477.2 or 477.3 by that person or another person.  The offence is analogous to the offence of ‘going equipped for theft’ in section 132.7 of the Criminal Code, though in this instance the offence extends beyond cases where the data is physically held by the offender to encompass situations where the data is in the offender’s control even though it is in the possession of another person.

This offence is contained in s 478.3 of the Criminal Code Act 1995 (Cth).

To be guilty of this offence, the prosecution must show:

1. The defendant must be in possession or control of some data (s 478.3(1)(a))

a. Possessing or controlling data includes having possession of a computer or data storage device (a thing such as a disk or file server containing, or designed to contain data for use by a computer) holding or containing it or a document recording it or having control of data held in a computer that is in the possession of another person, whether inside or outside Australia: ss 476.1(1), 478.3(4).

2. The defendant must be in possession/control with intent to commit an offence in Div 477, or to facilitate commission of such offences (s 478.3(1)(b)(i)-(ii))

a. The offences are:

i. s 477.1: 10.4.1
Serious Offence 1:
Unauthorised access, modification or impairment with intent on page 215.

ii. s 477.2: 10.4.2
Serious Offence 2:
Unauthorised modification of data on page 218. 
iii. s 477.3:10.4.3
Serious Offence 3:
Unauthorised impairment of electronic communication on page 220.

b. It is irrelevant whether or not the actual offence intended to be committed in Div 477 is impossible (s 478.3(2)).

3. If these elements are made out, the defendant is liable to imprisonment for 3 years (s 478.3(1)).

a. NOTE: It is not an offence to attempt to commit this offence (s 478.3(3)).

4. Check any defences

10.4.7
Less Serious Offence 4:
Produce/supply/obtain data with intent to commit offence (s 478.4)
Division 478—Other computer offences 
478.4  Producing, supplying or obtaining data with intent to commit a computer offence 
 (1) A person is guilty of an offence if: 
 (a) the person produces, supplies or obtains data; and 
 (b) the person does so with the intention that the data be used, by the person or another person, in: 
 (i) committing an offence against Division 477; or 
 (ii) facilitating the commission of such an offence. 
Penalty: 3 years imprisonment. 
 (2) A person may be found guilty of an offence against this section 
even if committing the offence against Division 477 is impossible. 
No offence of attempt 
 (3) It is not an offence to attempt to commit an offence against this 
section. 
Meaning of producing, supplying or obtaining data 
 (4) In this section, a reference to a person producing, supplying or 
obtaining data includes a reference to the person: 
 (a) producing, supplying or obtaining data held or contained in a 
computer or data storage device; or 
 (b) producing, supplying or obtaining a document in which the 
data is recorded.
This offence is similar in application to the offence in section 478.3.  However, this offence is primarily targeted at those who devise, propagate or publish programs which are intended for use in the commission of an offence against section 477.1, 477.2 or 477.3, whereas the offence in section 478.3 is targeted at those who have such programs in their possession or control.

This offence is contained in s 478.4 of the Criminal Code Act 1995 (Cth).

To be guilty of this offence, the prosecution must show:

1. The defendant must produce, supply or obtain data (s 478.4(1)(a)

a. Producing, supplying or obtaining data includes producing, supplying or obtaining data held or contained in a computer or data storage device or a document in which it is recorded: s 478.4(4).

2. The defendant must do so with the intention that the data be used by the person, or some other person (s 478.4(1)(b))

3. The defendant (or the other person) must commit an offence in Div 477, or facilitate the commission of such offences (s 478.4(1)(b)(i) + (ii))

a. The offences are:

i. s 477.1: 10.4.1
Serious Offence 1:
Unauthorised access, modification or impairment with intent on page 215.

ii. s 477.2: 10.4.2
Serious Offence 2:
Unauthorised modification of data on page 218.
iii. s 477.3: 10.4.3
Serious Offence 3:
Unauthorised impairment of electronic communication on page 220.

b. It is irrelevant whether or not the actual offence intended to be committed in Div 477 is impossible (s 478.3(2)).

4. If these elements can be made out, the defendant is liable to imprisonment for 3 years (s 478.4(1)).

a. NOTE: It is not an offence to attempt to commit this offence (s 478.4(3)).

5. Check defences

10.4.8
Jurisdiction – Extraterritoriality

· The multi-jurisdictional dimension of the internet has supported the enactment of special extra -territorial jurisdiction for the Computer offences, exceptionally attaching liability to Australian citizens who commit computer offences overseas that have no real or significant links to their home jurisdiction

· The Model Code scheme for jurisdiction, which was inserted into the Criminal Code in 1999, establishes standard geographic jurisdiction as the default, supplemented by four extended geographic bases for jurisdiction (Categories A-D) of varying breadth. Categories A-D do not require the crime to be geographically connected to the territory

· The computer offences are classed as Category A: 

· 15.1 Extended geographical jurisdiction—category A

· (1) If a law of the Commonwealth provides that this section applies to a particular offence, a person does not commit the offence unless:

· (a) the conduct constituting the alleged offence occurs:

· (i) wholly or partly in Australia; or

· (ii) wholly or partly on board an Australian aircraft or an Australian ship; or

· (b) the conduct constituting the alleged offence occurs wholly outside Australia and a result of the conduct occurs:

· (i) wholly or partly in Australia; or

· (ii) wholly or partly on board an Australian aircraft or an Australian ship; or

· (c) the conduct constituting the alleged offence occurs wholly outside Australia and:

· (i) at the time of the alleged offence, the person is an Australian citizen; or

· (ii) at the time of the alleged offence, the person is a body corporate incorporated by or under a law of the Commonwealth or of a State or Territory; or Australian ship; or

· (d) all of the following conditions are satisfied:

· (i) the alleged offence is an ancillary offence;

· (ii) the conduct constituting the alleged offence occurs wholly outside Australia;

· (iii) the conduct constituting the primary offence to which 
the ancillary offence relates, or a result of that conduct, occurs, or is intended by the person to occur, wholly or partly in Australia or wholly or partly on board an Australian aircraft or an Australian ship.

10.4.9
Exceptions to Guilt

Section 476.5 provides limited immunity from civil and criminal liability for staff or agents of the Australian Secret Intelligence Service or the Defence Signals Directorate whose activities, in the proper performance of their functions, are intended and required by Government.  Australian laws dealing with computer-related acts might otherwise prohibit these activities.

· Schedule 2 – Law enforcement powers relating to computers

· This Schedule amends the investigation powers in the Crimes Act and Customs Act that relate to the search and seizure of electronically stored data. The amendments are designed to provide law enforcement agencies with the necessary powers to detect and investigate crime involving the use of computers. 

10.4.10
Case Examples

R v Stevens (predecessor to Cybercrime Act)

FACTS:

The defendant used an internet account that he did not own to login to an Internet Service Provider (ISP). He was able to get access to and distribute details of more than 1000 of the ISP’s account holders, including their credit card details. The defendant was charged with an offence under s 76D(1) of the Crimes Act 1914 (Cth) which, so far as is relevant, provided: 

"A person who, by means of a facility operated or provided by the Commonwealth or by a carrier, intentionally and without authority obtains access to data stored in a computer, is guilty of an offence.” 

R v Stevens determined before the enactment of the computer offences under the Cybercrime Act

HELD:

Stein JA accepted the facts as set out by Backhouse DCJ at first instance where her honour stated that the defendant had “hack[ed], (or improperly access[ed] without authority) into AUSNet's Sydney site 

Kennedy v Baker [2004] FCA 562
B was the executing officer in relation to a warrant executed at K's business premises. During the course of execution, B directed that a copy be made of the hard drive of a personal computer ordinarily operated by K's personal assistant. With B's approval, the copy was removed from the premises. K sought an order declaring that neither B nor ASIC was entitled to access the copy and an order for delivery up.

In challenging the authority of B to direct that the copy be made and then removed from the business premises, consideration was given to s 3L(1A) of the Crimes Act 1914 (Cth), which provided:

"If the executing officer or constable assisting believes on reasonable grounds that any data accessed by operating the electronic equipment might constitute evidential material, he or she may:

(a)     copy the data to a disk, tape or other associated device brought to the premises; or

(b)     if the occupier of the premises agrees in writing -- copy the data to disk, tape or other associated device at the premises;

and take the device from the premises."

K argued that s 3L(1A) only authorised copying of data held in the hard drive that itself fell within the terms of the warrant, while B and ASIC argued to the effect that the subsection treated the data held in hard drive as a single body of information and authorised the copying of that information in its entirety.

K also advanced arguments that B did not believe on reasonable grounds that any data accessed by opening the personal computer fell within the terms of the warrant, and that B did not give K an adequate opportunity to make a claim of legal professional privilege.

HELD:

(1) The ordinary meaning conveyed by the text of s 3L(1A)(a) of the Crimes Act is that if the executing officer or constable assisting believes on reasonable grounds that data from a particular source accessed by operating a computer might constitute evidential material, he or she may copy the data from that source to a disk, tape or other associated device brought to the premises, and a hard drive is a single source of data within that meaning. [66]

(2) It was for K to show that it was not reasonably open to B to form the belief that the relevant computer file might constitute evidential material, and he did not so show. [87], [92]

(3) It was not established that K, in the circumstances that attended the execution of the warrant, did not have an adequate opportunity to claim legal professional privilege. Further, in the circumstances it was reasonable for B to proceed on the basis that it was acknowledged on behalf of K that he had been given such an adequate opportunity. [104], [105]
10.5
Offences under State Legislation

10.5.1
Queensland

The Queensland Criminal Code as amended uses the heading 'computer hacking and misuse' but the offence is defined as the use of a restricted computer without the consent of the computer's controller. A restricted computer is defined as one that requires a 'device, code or sequence of electronic impulses' to gain access. There is a penalty scale of two, five or 10 years maximum term of imprisonment depending on whether (1) an offender simply uses a computer, (2) causes detriment or damage, or gains or intends to gain a benefit, or (3) the detriment, damage or gain is valued at more than $5,000.

10.5.1.1
Identity Theft (s 408D)

· The Queensland offence is quite broad, which should ensure that the full range of conduct that can constitute identity theft is captured. The new provision applies to a person who possesses ‘identification information’ for the purpose of committing or facilitating the commission of an indictable offence.

· The definition of ‘identification information’ covers a broad range of conduct which can be described as ‘identity theft’ and ‘identity fraud’. It covers conduct involving another entity’s identification information where:

· (a) the entity is alive or dead

· (b) the entity is fictitious, and

· (c) whether or not the entity consents to the use of the identification information.

· The offence includes a list of examples of information that would be considered ‘identification information’, both for an individual and for a body corporate.

· Section 408D requires an intent to commit, or facilitate the commission of, an indictable offence

· Would not capture minor using a fake ID to gain entry to premises or to buy alcohol or tobacco (these are summary offences).

408D Obtaining or dealing with identification information 

(1) A person who obtains or deals with another entity’s identification information for the purpose of committing, or facilitating the commission of, an indictable offence commits a misdemeanour. 

Maximum penalty—3 years imprisonment. 

(2) For subsection (1), it is immaterial whether the other entity is alive or dead, or exists or does not exist, or consents or does not consent to the obtaining or dealing. 

(3) When a court is sentencing a person for an offence against subsection (1), the court may order that the court’s certificate be issued to the other entity stating the offence, the entity’s name and anything else the court considers relevant for the entity’s benefit.
(4) The order may be made on the court’s own initiative or on application by the entity or the prosecutor. 

(5) If the person is sentenced on a plea of guilty, the certificate may be given to the entity immediately. 

(6) If subsection (5) does not apply, the certificate must not be given to the entity until the later of the following— 

(a) the end of any period allowed for appeal against conviction; 

(b) if an appeal is started—the end of any proceedings on the appeal. 

(7) In this section— 

dealing, with identification information, includes supplying or using the information. 

digital signature means encrypted electronic or computer data intended for the exclusive use of a particular person as a means of identifying himself or herself as the sender of an electronic communication. 

identification information, of another entity, means information about, or identifying particulars of, the entity that is capable of being used, whether alone or in conjunction with other information, to identify or purportedly identify the entity. 

Examples for an entity that is an individual— 

• information about the individual or the individual’s relatives including name, address, date of birth, marital status and similar 

information 

• the individual’s driver licence or driver licence number 

• the individual’s passport or passport number 

• anything commonly used by an individual to identify himself or herself, including a digital signature 

• the individual’s financial account numbers, user names and passwords 

• a series of numbers or letters (or a combination of both) intended for use as a means of personal identification
• any data stored or encrypted on the individual’s credit or debit card 

• biometric data relating to the individual 

• the individual’s voice print 

• a false driver licence or other false form of identification for a fictitious individual 

Examples for an entity that is a body corporate— 

• the body corporate’s name 

• the body corporate’s ABN 

• the body corporate’s financial account numbers 

• any data stored or encrypted on a credit or debit card issued to the body corporate 

obtaining, identification information, includes possessing or making the information. 

10.5.1.2
Computer Hacking and Misuse (s 408E)

1. “The offence of computer hacking and misuse is contained in s 408E of the Code.”

2. Elements

a. Use of

i. Includes accessing, altering information, communicate to or from, or cause a virus to be present on the computer (s 408E(5))

b. Restricted computer

i. Means a computer which is password protected; and

ii. The computer’s controller withholds or has restricted access to that system
(s 408E(5))

c. Without Consent of Computer’s Controller

i. Controller means a person who has a right to control the computer’s use (s 408E(5))

ii. Consent can be express, implied or tacit (Kimmorley v Atherton)

3. The penalty, in the absence of any aggravating circumstances, is 2 years imprisonment (s 408E(1))

a. Aggravating factors

i. Intention to cause detriment or damage, or gain benefit = 5 years imprisonment (s 408E(2))

1. “damage” includes damage to hardware, software and alternation of information

2. “detriment” includes any detriment, pecuniary or otherwise

3. “benefit” obtained or delivered to any person

ii. Causes damage worth more than $5000, or intents to commit an indictable offence = 10 years imprisonment (s 408E(3))

408E Computer hacking and misuse 

(1) A person who uses a restricted computer without the consent of the computer’s controller commits an offence. 

Maximum penalty—2 years imprisonment. 

(2) If the person causes or intends to cause detriment or damage, or gains or intends to gain a benefit, the person commits a crime and is liable to imprisonment for 5 years. 

(3) If the person causes a detriment or damage or obtains a benefit for any person to the value of more than $5000, or intends to commit an indictable offence, the person commits a crime and is liable to imprisonment for 10 years. 

(4) It is a defence to a charge under this section to prove that the use of the restricted computer was authorised, justified or excused by law. 

(5) In this section— 

benefit includes a benefit obtained by or delivered to any person.
computer means all or part of a computer, computer system or computer network and includes, for example, all external devices connected to the computer in any way or capable of communicating with each other as part of a system or network. 

controller means a person who has a right to control the computer’s use. 

damage includes— 

(a) damage to any computer hardware or software; and 

(b) for information—any alteration, addition, removal or loss of, or other damage to, information. 

detriment includes any detriment, pecuniary or otherwise, to any person. 

information includes data, file, document, or computer language or coding. 

restricted computer means a computer for which— 

(a) a device, code or a particular sequence of electronic impulses is necessary in order to gain access to or to use the computer; and 

(b) the controller— 

(i) withholds or takes steps to withhold access to the device, or knowledge of the code or of the sequence or of the way of producing the code or the sequence, from other persons; or 

(ii) restricts access or takes steps to restrict access to the device or knowledge of the code or of the 

sequence, or to the way of producing the sequence, to a person or a class of person authorised by the 

controller. 

use, of a restricted computer, includes accessing or altering any information stored in, or communicate information directly or indirectly to or from, the restricted computer, or cause a virus to become installed on or to otherwise affect, the computer. 

10.5.2
New South Wales

· The Crimes Act 1900 (NSW) 

· 308C. Unauthorised access, modification or impairment with intent to commit serious indictable offence;

· 308D. Unauthorised modification of data with intent to cause impairment;

· 308E. Unauthorised impairment of electronic communication;

· 308F. Possession of data with intent to commit serious computer offence;

· 308G. Producing, supplying or obtaining data with intent to commit serious computer offence;

· 308H. Unauthorised access to or modification of restricted data held in computer (summary offence); and

· 308I. Unauthorised impairment of data held in computer disk, credit card or other device (summary offence).

10.5.3
Victoria

· 247B. Unauthorised access, modification or impairment with intent to commit serious offence;

· 247C. Unauthorised modification of data to cause impairment;

· 247D. Unauthorised impairment of electronic communication;

· 247E. Possession of data with intent to commit serious computer offence;

· 247F. Producing, supplying or obtaining data with intent to commit serious computer offence;

· 247G. Unauthorised access to or modification of restricted data; and

· 247H. Unauthorised impairment of data held in computer disk, credit card or other device

10.5.4
Western Australia

· In Western Australia, section 440A of the Criminal Code was introduced in 1990 under the heading 'unlawful operation of a computer system'. The section refers to a person who 'without authorisation' accesses 'information stored in a restricted access system' or who 'operates' such a system 'in some other way'. A restricted access system is defined as a computer system or a part or application of a computer system that is accessible only through the use of a code that is withheld by the person in control of the computer system or made available on a restricted basis. 

· This provision is particularly suited to the situation of someone hacking a computer from outside but leaves considerable difficulty in determining when initially authorised access becomes unauthorised either by exceeding initial permissions or by the subsequent use of data or information accessed.

10.5.5
Tasmania

· The Tasmanian law requires intention and a lack of 'lawful excuse', in relation to damaging (or destroying, erasing or altering) computer data or simply accessing a computer or system of computers without authority. 

10.6
Tips on Answering Cybercrime Question (Not a Flow)

Each of the headings in 10.4
Offences Under Criminal Code (Cth) (by Cybercrime Act 2001 (Cth)) on page 213 and 10.5
Offences under State Legislation on page 229 contain the exam flows for each particular offence.

Try to fit the facts into the federal legislation first. Reasons this will not be possible could be because:

· A carriage service was not used (NOTE: not all offences under the federal Act require carriage services, but most do); or

· The facts simply do not fit into it.

Then go for the state legislation, to see if they are liable that way.

Then look at penalties, then look at defences.
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